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Abstract—With the advent of software-defined networking, network configuration through programmable interfaces becomes practical,
leading to various on-demand opportunities for network routing update in multi-tenant datacenters, where tenants have diverse
requirements on network routings such as short latency, low path inflation, large bandwidth, high reliability, etc. Conventional solutions
that rely on topology search coupled with an objective function to find desired routings have at least two shortcomings: (i) they runinto
scalability issues when handling consistent and frequent routing updates and (i) they restrict the flexibility and capability to satisfy
various routing requirements. To address these issues, this paper proposes a novel search and optimization decoupled design, which not
only saves considerable topology search costs via search result reuse, but also avoids possible sub-optimality in greedy routing search
algorithms by making decisions based on the global view of all possible routings. We implement a prototype of our proposed system,
OpReduce, and perform extensive evaluations to validate its design goals.
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1 INTRODUCTION

LONG with the rise of cloud computing, multi-tenant
datacenters grow into the scale of tens thousands of
servers hosting millions of tenant VMs [1]. Managing multi-
tenancy at such a scale to ensure efficiency, scalability and
agility is a challenging problem drawing considerable
research and engineering attention. Prior proposals [2], [3]
place major management effort at hypervisors for the sake
of easy configuration and implementation, whereas little
effort has been made to manage in-network routings, partic-
ularly at the granularity of tenants. As a result, although the
VM locations of each tenant are decided, datacenter net-
work operators lose the visibility of actual in-network traffic
forwarding for each tenant.
The lack of tenant-level traffic accountability and rou-
ting control could lead to various limitations. From the
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perspective of business, network operators cannot custom-
ize tenant routings in accord with tenants’ service level
agreements (SLA) (e.g., latency, bandwidth, reliability or
security requirements), which may close the door for such a
business model in the virtual private cloud (VPC) market.
From the perspective of management, in case of resolving
hot spots in datacenters, for instance, it is difficult to deter-
mine the affected tenants and effectively re-route their traf-
fic around congestion in time.

Thus, it is desirable to have explicit tenant routing control.
The traditional way to achieve tenant routing management
relies on topology search coupled with an objective function
to greedily find the desired overlay network for each ten-
ant. Although instant network configuration is technically
enabled by SDN [4], the conventional approach still has
at least two shortcomings. First, tenant routing updates in
our production datacenters are recurrent, which can be
triggered by various reasons including network load
dynamics, tenant arrivals/departures, hot spots, link fail-
ures and so on. Repeatedly performing topology search
for each routing update will impose significant search
cost. Second, a tenant routing is updated typically to ful-
fill certain goals. However, it is uncertain that topology
search coupled with an objective function is sufficient to
achieve any goal. For instance, optimizing a performance
metric depending on virtual links (i.e., VM pair commu-
nications) is subject to sub-optimality since the mapping
between physical links and virtual links is unknown dur-
ing topology search (Section 2.3).

To address these issues, we propose OpReduce, a novel
search and optimization decoupled design for routing man-
agement. For each tenant-routing update, OpReduce first
comprehensively searches all desired overlay candidates
considering only the tenant’'s VM locations. Then it applies
a global objective function over these candidates to finalize
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the most desired one. OpReduce’s decoupled model offers
at least two advantages. First, since topology search is not
directed by any objective function, search results are general
and can be reused across routing updates that share the
same VM locations: i.e., regardless of their goals, topology
search for future routing updates is saved as long as their
VM locations have been explored. Second, with the global
view of all routing candidates, objective functions are not
limited to be greedy and local. This eliminates the possibil-
ity of sub-optimality even when optimizing complex perfor-
mance metrics, for instance, involving virtual links.

One concern of the decoupled design may be that compre-
hensively finding all desired overlay candidates for a tenant
can be expensive. However, since the VMs of one tenant are
typically spanning across a few racks, we can reduce the
search space to a subgraph of the entire topology. Further,
most data center topologies (e.g., VL2 [5], fattree [6]) are hier-
archically organized into several layers and network traffic is
never forwarded back and forth between different layers. We
can adopt these properties to further refine the search space.
Our proposed algorithm can perform comprehensive topol-
ogy search in polynomial time (Section 3.1).

We implement a prototype of OpReduce and perform
extensive evaluations to validate its design goals. On the one
hand, we show that OpReduce greatly reduces the search cost
for tenant-routing updates, meanwhile imposing small sys-
tem overhead for managing large scale datacenters (e.g., small
routing cache size and agile network configuration). On the
other hand, we demonstrate that OpReduce is able to achieve
complex optimization goals for routing updates, yielding sig-
nificant networking performance gain over common practice.

2 BACKGROUND AND MOTIVATION

2.1 Managing Per-Tenant Routing

For configuration simplicity, encapsulations protocols such as
VXLAN [7] and NVGRE [8] are widely adopted in cloud [3].
However, by simply tunneling tenant traffic, network opera-
tors lose the traffic visibility and accountability, i.e., they are
not able to identify the origin of network traffic since packets
are sent on behalf of hypervisors and one hypervisor may
host VMs for multiple tenants. Such invisibility becomes even
worse when datacenters run link aggregation and/or per-
form load balancing (i.e., ECMP, Hedera [9], or CONGA [10])
to spread traffic across redundant physical links. As a result,
even if one tenant occupies only a small fraction of computa-
tion resources in the datacenter, its traffic could appear on
many physical links, making network operators unaware of
actual in-network traffic forwarding for the tenant.

The lack of in-network tenant-routing management
causes various operation restrictions. For instance, it is diffi-
cult for network operators to perform monitoring, measure-
ment and trouble-shooting for a tenant as its traffic may
spread across many network links. Further, as virtual pri-
vate cloud gains popularity, more tenants have incentives
to customize their private cloud based on their own needs,
e.g., one tenant may want to promote latency performance
of web servers, whereas someone else may want to optimize
bandwidth for MapReduce tasks. Without explicit tenant-
level routing control, it is difficult to customize routings for
individual tenants.
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Thus, it is desirable for network operators to have explicit
control over tenant routings. In particular, for each tenant,
network operators explicitly configure a Virtual Tenant Net-
work (VIN), which is an overlay network connecting the ten-
ant’s VMs. The tenant’s traffic is confined within its VTN and
no other physical links besides the ones in its VIN can carry
the tenant’s traffic. As tenants can be identified by their
VTN, traffic is accountable, which eliminates these manage-
ment limitations. Further, network operators can customize a
tenant’s routing based on its requirement by embedding its
VTN into an overlay that can best satisfy the requirement.

The traditional way of embedding VTN for a tenant relies
on topology search coupled with an objective function to
find the desired overlay. Such an approach, however, has at
least two shortcomings: (i) it runs into scalability issues
when handling frequent VIN embedding requests and (%)
it may be insufficient to find the optimal overlay for com-
plex embedding goals. Next, we elaborate on the two issues.

2.2 Frequent VTN Updating Requests

In production multi-tenant datacenters, managing VTN
embeddings/updates are all-time tasks on the basis of indi-
vidual tenants, which are up to tens of thousands [1]. This is
because that in practice, VTN embedding requests are trig-
gered by many reasons, including network load dynamics,
link congestion and failures, hot spots, tenant demand
change, network capacity augment and so on. Although
efficient graph search algorithms, such as Prim’s and
Kruskal’s, have been proposed for decades, consistently
and frequently performing overlay search in large topology
for a large number of VTN updates still imposes significant
cost. In fact, failing to accurately manage recurrent VIN
updates is one of the primay reason why the today’s cloud
offers limited SLAs for tenant networks. Therefore, resolv-
ing the scalability problem is the very first step towards effi-
cient tenant-routing management.

2.3 Fulfilling VTN Embedding Goals

A VTN embedding/update is as simple as finding a ran-
dom overlay network for the tenant. Instead, the VIN may
need to satisfy various requirements such as guaranteed
bandwidth [11], [12], [13], bounded latency [14], [15],
required security appliances [16], [17], and other perfor-
mance metrics depending on the tenant's SLA. As these
embedding goals become more complex, it is uncertain that
the conventional search & optimization coupled solution
can find the real optimal routing.

We use an illustrative example in Fig. 1 to demonstrate
such sub-optimality. Network operators perform VTN
update for a tenant whose VMs are hosted by the set of hyper-
visors [S1, S, S3]. The embedding goal is to minimize the
communication cost of all virtual links. For simplicity, we
define the communication cost of a virtual link as the number
of physical hops on the path connecting the two VMs of the
virtual link. Thus, if the virtual link between VM1 and VM2
takes path S1—A—C—S,, the communication cost is 3.

This embedding is a minimum spanning tree problem. A
classic way of solving the problem is using a greedy topol-
ogy search algorithm coupled with an objective function,
which proceeds as follows. At certain intermediate state of
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Fig. 1. Due to the lack of mapping between virtual links and physical links, conventional search & optimization coupled solution is subject to sub-optimality

when optimizing performance metrics depending on virtual links.

the overlay search (Fig. 1a), AB has been appended to the
overlay. Since BC' and AC are equally good to be selected,
based on the tie breaker in the search algorithm, BC' may be
appended to the ongoing overlay, and the final overlay
returned by the algorithm is S1—A, S,—C, S3—B, AB, BC
(Fig. 1b). However, given another greedy search algorithm
with a different tie breaker, AC' could be the link to append
after state (a) rather than BC, and the final overlay returned
will the one shown in Fig. 1c. However, no matter how the
search algorithm is designed, the real optimality of an over-
lay is decided by the distribution of VMs. Although VM
locations are known a priori, in an intermediate state, the
search algorithm cannot determine exactly which set of vir-
tual links a physical link will carry traffic for. Thus, no
greedy search algorithm can guarantee to capture the real
optimal overlay (Fig. 1d in this example). In general, due to
the lack of mapping between virtual links and physical
links, the greedy search & optimization coupled solution is
always subject to sub-optimality when optimizing any per-
formance metric involving virtual links.

We note that providing rigid theoretical proof to show the sub-
optimality of the conventional search & optimization approach is
beyond the scope of this paper. Instead, this paper focuses on offer-
ing a system perspective of how tenant routings are managed
based on our experience with enterprise datacenters.

2.4 Decoupling Search and Optimization

To address the above challenges, OpReduce proposes a
search and optimization decoupled design. For a routing
update request, OpReduce first comprehensively finds all
desired overlay candidates considering only VM locations.
Then it applies an objective function, designed with the
global view on all routing candidates, to finalize the optimal
one. In the above example, OpReduce will first obtain all 3
overlay candidates (figures (b), (c) and (d) in Fig. 1) and
then evaluate them to find the optimal one (Fig. 1d). With
the global view on all candidates, OpReduce knows the
exact mapping between virtual links and physical links.
Thus, it can design a global objective function in evaluation
to guarantee optimality. Further, as topology search is not
directed by any objective function, search results are general
so that they can be reused for future VIN updates that have
the same VM locations. In addition, when handling VTN
updates for existing tenants triggered by either link utiliza-
tion change or demand change (two major reasons trigger-
ing VIN updates), no additional search effort is required.
As a result, OpReduce saves considerable cost for perform-
ing frequent VIN updates in large scale datacenters.

3 SYSTEM DESIGN

In this section, we elaborate on the design of OpReduce. Fig. 2
illustrates the architecture of OpReduce. OpReduce is built
upon a network information database and a controller. The
network information database allows OpReduce to retrieve
network related information, such as network topology and
link utilization. The controller is used to manage both compu-
tation and networking resources, such as assigning VMs to
tenants and configuring VINs for tenants. OpReduce’s
decoupled design is achieved by its VTN embedding module
which includes routing search engine, routing cache, objec-
tive functions and network action container.

We now describe the workflow of performing routing
update using OpReduce. Upon receiving a request, OpRe-
duce first obtains a list of desired routing candidates based
on the VM placement. These routing candidates may come
from either the routing search engine or the routing cache if
the VM placement has been explored before. Then OpReduce
evaluates each candidate to determine the most desired one
for achieving a specific goal. To assist evaluation, network
operators propose evaluation methods, defined as objective
functions, to score each routing candidate. The design of
objective functions is facilitated by the global view of all pos-
sible routing candidates. Further, useful network information
(i.e., link loads) is retrieved from the network information
database. Finally, after determining the most desired routing,
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Fig. 2. The architecture of OpReduce.
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OpReduce enforces the VTN embedding inside the network
by executing network tasks (i.e., switch configuration) via the
network action container.

Although setting up both the network information database
and the network/computation controller takes considerable imple-
mentation efforts, we omit these details to focus on the research
part of OpReduce in this paper. Next, we describe each indi-
vidual component of OpReduce’s VTN embedding module.
Hereafter, we use routing and VTN interchangeably to indi-
cate the overlay network carrying a tenant’s traffic.

3.1 Routing Search Engine
Given a certain VM placement, the routing search engine is
used to produce a list of desired routings (or routing candi-
dates). In the typical layered datacenter network layout (e.g.,
fattree [6], Clos [5], [18]), a routing is desired if traffic between
two VMs does not bounce back and forth more than once
between two different layers. For random topology (e.g., [19],
[20]), we can bound the maximum number of hops on VM-
pair paths to exclude undesired routings. As datacenter fabric
is often built with a high level of path redundancy, exploring
all desired routings will provide sufficient candidates to
achieve the embedding goal of the routing update request.
Next, we propose an algorithm that can produce a com-
prehensive list of all desired routings in layered data center
topology. In the network, we associate each node with a
height. All core switches are assigned height 1 and the initial
height for other nodes is infinity. Then we trace down from
core switches towards other nodes to assign them a height.
The height of a node is the minimum height among all its
neighbours plus one. All nodes with the same height com-
pose a layer whose layer number is the node height. We
define a path as straight if all nodes on the path have different
heights. Straight path is either upward (from a source at a
lower layer to a destination at a higher layer) or downward.
In a desired routing, to connect two hypervisors h; and
hs, h1 needs to have a straight path which shares the same
endpoint with one of h3’s straight paths. The shared end-
point is defined as a common node for the hypervisor set
[h1, hs]. Formally, a node is defined as the common node for
a set of hypervisors if it has at least one straight path to
reach each hypervisor in the set. Then traffic from h; can
first take one straight path to reach the common node and
then bounces back to reach hs via another straight path.
Thus, a routing connecting [h, k3] is composed of the above
two straight paths. Similarly, a routing connecting all VMs
of a tenant is composed of several straight paths, among
which each straight path is originated from one hypervisor
and all these paths are ended at one same common node.
We formulate our search procedure in Algorithm 1. At the
very high level, the algorithm works as follows: (¢) find all
common nodes for the hypervisor set (line 5); (i) for each
common node, find one downward straight path from the
common node to each hypervisor (line 8) and (4i¢) combine
these paths to produce one routing candidate (line 9). Since a
routing candidate can only contain one common node (hav-
ing more will produce loops), Algorithm 1 provably finds all
desired routings in the network. Even though the algorithm
comprehensively finds all desired routings, the algorithm
complexity is polynomial (not exponential). We defer
detailed complexity analysis in Section 8.
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Algorithm 1. Routing Search Algorithm

: Input: VM placement H.
: Output: All desired routing candidates.
: for h; € hypervisor setH do

T; — GetUpwardGraphh;; T — |J,7;;
CommonNodes« (,.; 7;.nodes();
foreach ¢; € CommonNodes do

for h; € hypervisor set H do

N; — U, GetDownwardPath (¢;, h;, T;);
: return N — U N5
: Function: GetUpwardGraph (h;)
return The graph containing all upward straight paths

starting from h; and ending at core switches.
: Function: GetDownwardPath (¢;, h;, 7 ;)
13: return The straight path from ¢; to h; in graph 7 ;.

[——
TV IR N7

—_
N

For a random data center topology [19], [20], OpReduce
can first adopt the k-shortest path algorithm [21] to obtain a
set of paths between each hypervisor pair and then combine
these paths to produce routing candidates. k£ can be parame-
terized to exclude undesired routings.

3.2 Tenant-Routing Cache

The search results for routing candidates are cached using a
dictionary (hash table) data structure, where the key is VM
placement and the value is a list of all desired routings for the
VM placement. Each routing is stored as a list of physical link
IDs, which can be used to retrieve link related information
(e.g., utilization, status) from the network information data-
base. Generally, entries in the dictionary are valid as long as
the network topology remains the same. In OpReduce’s pro-
totype, we associate each entry in the dictionary with a rela-
tively long validation period (e.g., few weeks), and re-
perform routing search after an entry is expired.

In OpReduce’s implementation, we allocate 32 bits for
both the hash key and physical link IDs. In Section 5.2.2, we
show that even in large scale k = 32 fat-tree datacenter with
over 10 thousands servers (millions of VMs), the cache size
for managing 10 thousand tenants is about 100 MB, which
can be easily managed by commodity servers. Intuitively,
the cache size is small because the topology size of a single
VTN is small. Therefore, caching the routing search results
would be not a bottleneck in practice.

3.3 Objective Functions

The objective functions are used to evaluate routing candi-
dates so as to determine the most desired one for fulfilling
embedding goals. For instance, a valid objective function can
be as sophisticated as a combination function balancing lat-
ency, bandwidth, the number of hops and so on. Or it can be
as detailed as optimizing specific virtual links for latency
and other virtual links for bandwidth. In general, OpReduce
is open to accept any objective function. But OpReduce offers
global views on all possible routing candidates so that objec-
tive functions are not limited to be greedy and local. Relevant
network information, available in OpReduce’s network
information database, can be applied to evaluate these rout-
ing candidates. By the time of this writing, an instance
of OpReduce deployed in our production datacenter has
pre-installed tens of abstract objective functions that can be
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parameterized, allowing network operators to achieve a
wide variety of VIN embedding goals.

3.4 Network Action Container

After determining the most desired routing, the final step is
enforcing the routing inside network. The enforcement pro-
cess is essentially configuring switches on the routing (e.g.,
configuring VLAN tags [22] or adding OpenFlow rules [23])
to guide the switches to perform desired traffic forwarding.
To facilitate routing management in large scale datacenters,
we develop a network action container to perform network
configurations in a batch. For instance, configurations on
different ports of one switch are aggregated in one thread
and configurations on different switches are paralleled via
multi-threading. As shown in Section 5.2.3, the network
action container significantly reduces the overall configura-
tion latency.

4 IMPLEMENTATION

We have a full implementation of OpReduce. We use Open-
Stack to create VMs on hypervisors and assign VMs to ten-
ants. On our testbed dedicated for experiments, the
OpenStack environment has 4 compute nodes as hypervi-
sors that can host about one hundred VMs, one network
node, and one controller node. Because OpenStack is lim-
ited to computation virtualization, we unify it with our
physical network via an OpenDayLight [24] controller that
uses OpenFlow and netcon f [25] protocols to manage Open-
Flow and legacy switches, respectively.

On our testbed, we allocate a dedicate VLAN tag for each
VTN. Then embedding a VTN is about configuring relevant
switch interfaces with corresponding VLAN tags to achieve
reachability. Certainly there could be other network virtuali-
zation solutions, e.g., slices in sliceable switch [26], VLAN tag
stacking [27]. OpReduce’s network controller is extendible to
support these virtualization solutions. We are aware that
VLAN tags are limited to 4096 values which may be insuffi-
cient in large scale datacenters. To resolve this scalability
issue, OpReduce implements a helper component, based on
Panopticon [28], to achieve VLAN tag reuse in hybrid data-
centers with both legacy and OpenFlow switches.

5 [EVALUATION

Our evaluation centers around the followings. (i) In
Section 5.1, we show OpReduce is guaranteed to find the
least congested routings for VIN embeddings under
various settings, which yields significant networking
performance improvement over common practice. (i7) In
Section 5.2, we show that OpReduce greatly reduces the
search cost for managing numerous routing updates and
imposes small system overhead while managing routing
updates in large scale datacenters.

5.1 Congestion-Aware Routing Updates

One representative goal for routing updates in multi-tenant
datacenters is to find the least congested routing to re-accom-
modate a tenant. With a suite of experiments (on testbeds
and simulations) in this section, we aim to demonstrate that
OpReduce is able to find more desired routings to embed
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VTNs, compared with a couple of common practice. As a
result, OpReduce yields improved networking performance.

To find a desired routing, the traditional search & optimi-
zation coupled solution uses Prim’s minimal spanning tree
algorithm with physical link utilization as the edge weight.
However, since network traffic is generated by VM pairs,
minimizing the congestion experienced by virtual links is
the more direct and therefore more accurate goal for finding
the least congested routing. Thus, OpReduce uses the fol-
lowing algorithm to determine the most desired routing.
Assume OpReduce produces m routing candidates

{T1,..., T} for a routing update request that has n virtual
links {l1,...,1,}. Then the most desired routing is
i1 i Frlls
T = mn 2=t X Fill), (6]
T n

where k € [1,m], Fi(l;) is the congestion level experienced
by virtual link /; in routing candidate 7, and J; is the weight
of l;. In OpReduce’s instance deployed in our production
datacenters, both 7 and ); are configurable to enable highly
flexible routing customization. For evaluation purpose in
this paper, F(l;) is defined as the highest congestion level
of all physical links in 7, that carry /;, where the congestion
level of a physical link is estimated as its average link utili-
zation. Further, all virtual links are equally weighted.

Besides the conventional search & optimization coupled
solution (referred to as the local solution), we also compare
OpReduce with flow-level ECMP, the common practice for
load balancing and congestion reduction in datacenters,
and the bottomline solution which embeds VIN to a ran-
domly selected routing candidate.

For each embedding request, we compare the routing
determined by OpReduce and the ones selected by the other
three solutions. We use average flow completion time (FCT)
as the metric to quantify the congestion experienced by vir-
tual links (similar to [10], [29]), expecting that a better rout-
ing will have shorter average FCT. Note that we do not claim
that FCT is either the only or the optimal metric. We use FCT for
the sake of quantifiable results.

5.1.1 Testbed Experiments

We start the evaluation on our physical testbed. We build a
network topology illustrated in Fig. 4a. The datacenter has
pre-embedded tenants to generate traffic using our client/
server programs. The clients initiate long-lived TCP connec-
tions to randomly selected servers to request flow transfers.
All VMs run both the client and server programs. Only
intra-tenant communication is allowed.

In this experiment, we perform routing update for a ten-
ant who has 10 VMs that are randomly distributed in all
four hypervisors on our testbed. In total, we perform 40 sets
of experiments under different network utilization. Fig. 4a
shows the snapshot of network utilization in one experi-
ment set. In each experiment set, we perform 3 individual
routing updates using OpReduce, ECMP and the bottom-
line solution. After the tenant VTN is embedded, its virtual
links (VM pairs) start to generate traffic using our client/
server programs. Flow sizes are randomly sampled from
the empirical datacenter workload [10]. To ensure fair com-
parison, the set of flow sizes used for the 3 experiments in
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Fig. 3. Empirical workloads used in evaluation.

each experiment set is identical. We compute the average
FCT among all flow transfers as our performance metric.

Fig. 4b illustrates the desired routing produced by ea-
ch solution for the network utilization shown in Fig. 4a.
Since OpReduce first outputs all routing candidates (.e.,
E1—Ci—E, E1—Cy—Es, E{—C3—E>) and then applies the
objective function (Equation (1)) to determine the most
desired one, it can always find the least congested routing
(E1—C41—E> in this case). However, both ECMP and bottom-
line are unaware of the link utilization. Consequently, their
static hashing could result in overwhelming these more con-
gested links.

Fig. 4c plots the average FCT in each experiment set
when using enterprise workload [10] (results for using data-
mining workload [5] are similar, and we omit them for brev-
ity). Although the bottomline solution and ECMP may pro-
duce different FCTs in one set, their average FCTs over all
sets are close. Comparing with these two solutions, OpRe-
duce can consistently find the optimal routing, yielding
~30 percent less FCTs on average and up to ~5x reduced
FCTs in some sets (outside the plot scope of Fig. 4c).

Note we do not compare OpReduce with the local solu-
tion in our testbed experiments. This is because the local
solution and OpReduce will produce the same routing in
such a small topology. Next we show that given large net-
work topologies, it is very likely for the local solution to
return sub-optimal overlays, which results in significant
performance degradation.

5.1.2 Large Scale Simulations

In order to investigate how OpReduce’s performance is
affected by various factors that are not covered by our
small-scale testbed experiments, we perform detailed simu-
lations using large scale datacenter topologies and empirical
workloads obtained from production datacenters (Fig. 3).
As summarized in Table 1, we thoroughly evaluate the per-
formance of OpReduce under the impact of five factors: the
topology, the network/fabric load, the traffic workload, the
average number of VMs occupied by a tenant, and the aver-
age VIN scale.

Various Fabric Loads (Exp NO. 1). In multi-tenant
datacenters, fabric load can be quantified as the VM over-
subscription ratio, which is defined as the ratio of worst-
case achievable aggregate bandwidth among VM pairs to
the total capacity of the topology. A fat-tree fabric has an
hypervisor over-subscription of 1:1 because all hyper-
visors may potentially send at the full bandwidth of their
network interfaces. Thus, if the average number of VMs
hosted by a hypervisor is N, the VM over-subscription
ratio is N:1. Hereafter, we use the VM over-subscription
ratio as load degree.
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Fig. 4. Testbed experiments for improving FCTs.

We tune the datacenter load degree in the range of 1:1-7:1
by varying the number of embedded tenants. For each load,
we create 5 different snapshots to avoid bias. For each snap-
shot, we randomly pick a tenant to perform routing update
using all four solutions: OpReduce, the local solution, ECMP
and the bottomline solution. Thus, we perform 4 independent
experiments for the tenant. In each solution, after the desired
routing is finalized, we assign each virtual link a randomly
sampled flow size to generate traffic and compute the aver-
age FCT among all flow transfers. Among all 4 experiments
for the same tenant, we use the same set of flow sizes. After
finishing the current tenant, we recover the network snapshot
and re-sample another tenant to continue evaluation. In total,
100 routing updates are performed for each snapshot.

Fig. 5 plots the min-median-max distribution of the aver-
aged FCT across all 5 snapshots for each load degree. As illus-
trated in the Fig. 5a, OpReduce significantly outperforms
ECMP and bottomline: up to 80 percent FCT reduction for
small fabric loads and at least 40 percent FCT reduction for all
loads. Again, this is because ECMP and bottomline are static
solutions that are unaware of the network utilization. Further,
as load degree increases, OpReduce offers less FCT reductions
since there is less routing optimization space in heavily uti-
lized network. Since production datacenters are typically
over-provisioned, we can expect large performance benefits
offered by OpReduce in production datacenters.

Due to the lack of exact mapping between virtual links and
physical links, the local solution often produces sub-optimal

TABLE 1
Experimental Settings

Exp. Fabric # VMs Average
NO. Topology load Workload per tenant VTN scale
1 k=8 FT * enterprise 20 4

2 k=8 FT 3:1 * 20 4

3 * 3:1  enterprise 20 4

4 k=8 FT 3:1  enterprise 20 *

5 k=8 FT 3:1  enterprise * 4

11

refers to that we vary the factor to isolate its impact in the experiment.
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Fig. 5. Impact of the fabric load on OpReduce’s performance. The normalized FCT is used as the performance metric. Part (a) and (b) use the

enterprise workload [10]. Part (c) and (d) use the data-mining workload [5].

routings. As shown in Fig. 5b, with high probabilities (up to
~60 percent), the local solution returns an overlay different
from the one produced by OpReduce. Consequently, these
sub-optimal routings result in 1.2—4x FCT inflation, com-
pared with the routings produced by OpReduce (Fig. 5a).

Datacenter Traffic Workload (Exp NO. 2). In Figs. 5a and 5b,
we use the enterprise datacenter workload. We repeat the
same experiment using the data-mining workload to learn
the impact of traffic workload on OpReduce’s performance.
The results, plotted in Figs. 5¢c and 5d, show that OpReduce
provide similar benefits for data-mining workload.

Fabric Topologies (Exp NO. 3). We investigate four datacen-
ter topologies: three organized topologies (Clos, k = 8 and
k = 16 fat-tree) and another organized topology added with
random short-cuts. The Clos topology has the same number
of hypervisors as the k = 8 fat-tree topology except that the
over-subscription ratio is 2:1. All three organized topologies
have different routing redundancy. In particular, they have
8, 16 and 64 shortest paths between two randomly chosen
hypervisors in different pods, respectively. The short-cut
topology is built by adding random links into the k = 8 fat-
tree topology. The links are randomly added between ToR
switches to inter-connect different pods so that besides tra-
versing through the core switches, the inter-pod communica-
tion can alternatively use the short-cut bridges as well. We
set the load degree as 3:1 in all these topologies.

For each topology, we perform the similar experiments
as in evaluating the impact of fabric loads. Fig. 6 plots the
CDF of all obtained FCT reductions (compared with the bot-
tomline solution). By comparing the results of all 3 fat-tree
topologies, we conclude that OpReduce offers more benefits
for topologies built with more redundant links. This is
because OpReduce has larger optimization space in more
redundant topologies.

We further investigate how topology short-cuts may
affect the performance of OpReduce. In organized datacenter

Clos ¥

k=8 FT ==
k=16 FT -@-
Short-cut 6=

0 0102 03 04 05 06 07 08 09 1
FCT reduction

Fig. 6. Impact of datacenter topology on OpReduce’s performance of
FCT reduction.

topologies, alternative routing options typically have less
diversity in the sense that they all have the same number
of hops, although they are varying in terms of utilization. In
contrast, short-cut topology can create more diverse routi-
ngs with different numbers of hops as well as different utili-
zation. Thus, OpReduce has even larger optimization space
in the short-cut topology so as to produce more performance
benefits.

We also investigate the average VTN scale NV, (the average
number of hypervisors used by a tenant’s VMs) and the aver-
age per-tenant VM count \V,. We consider N, = [3,4, 5] and
N, = [10, 20, 30] since they are the common cases in our pro-
duction datacenters. We find that OpReduce consistently
provides performance benefits in these settings (Fig. 7).

5.2 System Properties
5.2.1 Search Cost Reduction

The number of routing update requests is affected by the
amount of embedded tenants, i.e., the load degree. Fig. 8a
plots search cost reduction under various loads for k£ = 16
fat-tree topology. Although the absolute number of routing
updates increase as load degree increases, the normalized
search cost actually reduces. This is because OpReduce’s
knowledge base about routing candidates for various VM
locations also expands as the load degree increases. As a
result, the cache hit ratio dramatically increases as well

1

0.8
w 0.6
S 0.4
: Avg. VTN scale 3 I
0.2 Avg. VTN scale 4
Avg. VTN scale 5 =@= |

0 Il Il Il Il
0 01 02 03 04 05 06 0.7 08 09 1
FCT reduction
(a) Average VTN scale (Exp NO. 4)

0.8
0.6
0.4
0.2

CDF

Avg. 10 VMs per-tenant I
Avg. 20 VMs per-tenant
Avg. 30 VMs per-tenant =@= |

0 Il Il Il
0 01 02 03 04 05 06 07 08 09 1
FCT reduction
(b) Average per-tenant VM count (Exp NO. 5)

Fig. 7. OpReduce offers consistent benefits for different VTN scales and
different per-tenant VM counts.
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Fig. 8. In spite of the numerous routing updates as load degree
increases, OpReduce introduces small search cost since the cache hit
ratio increases dramatically.

(Fig. 8b). Thus, in spite of the numerous routing updates,
OpReduce introduces small topology search cost.

5.2.2 Routing Cache Size

The routing cache size is affected by two factors: the topol-
ogy and the average VIN scale. The topology affects the
cache size because it affects the number of routing candi-
dates for one VM placement. The VIN scale affects the
cache size since it determines the number of physical links
in one routing candidate.

Fig. 9a plots cache sizes with respect to the number of
tenants and the average VTN scales in k = 16 fat-tree topol-
ogy. The cache size increases with the average VTN scale
and linearly grows with the number of tenants. However,
even with very sporadically distributed VINSs, i.e., large
average VTN scales, caching routing candidates for 10K ten-
ants consumes no more than 40 MB memory. Even if we
consider a much larger k = 32 fat-tree datacenter with over
8K servers, the cache size for 10K tenants is about hundreds
of Megabytes (Fig. 9b), which can be easily managed by
commodity servers with gigabytes of memory.

5.2.3 Switch Configuration Latency

Both SDN switches and legacy switches may co-exist in
today’s datacenters [30]. Configurations on OpenFlow
Switches can be finished almost in real time via SDN con-
trollers such as OpenDayLight [24], but it takes non-trivial
time to configure legacy switches. Thus, to ensure that rout-
ing enforcement does not become the bottleneck for routing
update, OpReduce designs a network action container to
properly aggregate configuration tasks so as to reduce the
overall configuration delay.

In OpReduce’s prototype, one switch configuration task is
about associating one VLAN tag on a certain port of a switch.
We notice that configuring a single port on a legacy switch

Avg. VTN Scale 2 k=16 Fat-tree
Avg. VTN Scale 3 e Clos (2:1) ==
40 Avg. VTN Scale 4 =@= 100 || k=32 Fat-tree
Avg. VTN Scale 5 ==
I @ 80
S30 s
g g
3 ‘» 60
o o
520 S
8 &
10 20
0 0
2 10 2 10

4 6 8 4 6 8
# of tenants (K) # of tenants (K)

(a) Various VTN scales (b) Various topologies

Fig. 9. The routing cache size under various settings.
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Fig. 10. Delay measurements for configuring legacy switches. The dash
line indicates the configuration time without using the network action
container.

takes almost the same amount of time as configuring multiple
ports on the switch. Thus, our network action container agg-
regates all configuration tasks on the same switch together
to perform batch configuration so as to reduce the overall
configuration delay. Meanwhile, batch configurations for
different switches are executed simultaneously via multi-
threading. Fig. 10 plots the measured configuration delay on
our testbed. The results show that even if we simultaneously
configure 24 ports on one switch and on each port we config-
ure 24 VLAN tags (576 single configuration tasks), the overall
configuration time is less than 1.5 times the delay for config-
uring just one VLAN tag on a single port. Thus, with the net-
work action container, routing enforcement can be finished
timely so that it will not be a bottleneck in practice.

6 RELATED WORK AND DISCUSSION

Multi-Tenancy Management. Prior designs for multi-tenant
datacenters, such as NVP [3] and Netlord [2], focus on
multi-tenancy management at hypervisors. For instance,
NVP maintains virtual switches on each hypervisor and lev-
erages a set of tunnels between each pair of hypervisors to
deliver traffic for tenant VMs. The actual tenant traffic for-
warding in the physical network is not managed. Several
prior works have considered to perform one-time in-net-
work routing management to achieve various goals, such as
guaranteed bandwidth [11], [12], [13], [31], low or bounded
latency [14], [15], [32] and user/service isolation [33]. OpRe-
duce, instead, focuses on managing recurrent routing
updates in multi-tenant datacenters.

A Wide Variety of Performance Enhancement. Many app-
roaches have been proposed to improve datacenter network-
ing performance. For instance, load balancing approaches [9],
[10], [34], [35], priority queuing approaches [36], [37], [38],
[39], deadline-aware approaches [40] and DCTCP [41] are
proposed to improve latency performance. Portland [42] and
fat-tree [6] propose scalable datacenter architectures to sup-
port high bandwidth between servers whereas VL2 [5] virtu-
alizes datacenters into server pools to allow applications to
obtain high throughput. Although OpReduce is not proposed
to explicitly improve certain performance, its efficient tenant
routing management and decoupled design allow network
operators to enhance a wide variety of customer-interested per-
formance metrics, and some of these metrics cannot be opti-
mized using prior approaches.

Achieving Agile Routing Updates. To be readily deployable,
OpReduce is augmented by SDN to perform agile in-net-
work routing updates. B4 [43] and SWAN [44] also adopt
SDN to perform traffic engineering in wide area networks
to achieve high inter-datacenter throughput.
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TABLE 2

One-time Comprehensive Search Cost for Fattree Topologies
Topo. Intra-Pod Inter-Pod (nodes,edges)
k=8 5N, 21N, (200, 384)
k=16 IN, TIN G, (1296,3072)
k=32 17N, 273N}, (9248,24567)
k R D LT

Ny, is the average VTN scale.

7 CONCLUSION

In this paper, we present OpReduce, a system for managing
virtual tenant network update in multi-tenant datacenters.
Conventional solutions that rely on topology search coupled
with an objective function to find desired routings have
at least two shortcomings: scalability issue for handling
recurrent routing updates and the inefficiency for satisfying
various routing requirements. To address these issues, OpRe-
duce proposes a novel search and optimization decoupled
design, which enables routing search result reuse and
guaranteed routing optimality. We implement a prototype of
OpReduce and perform extensive evaluations to valid
OpReduce’s design goals. Evaluation results show that (7)
Even for complex VIN embedding goals, OpReduce ensures
routing optimality which yields significant networking per-
formance improvement over conventional approaches; (i)
OpReduce greatly reduces search cost for managing numer-
ous routing updates and imposes small system overhead.

8 APPENDIX

In this section, we analyze the complexity of Algorithm 1 in
Section 3.1. The first step of the algorithm is to find the
upward graph for each hypervisor in H. Essentially, it is a
breadth-first search process. Thus the search complexity is
O(|E|) where | E| is the number of edges in the upward graph.
Note that the upward graph is much smaller than the entire
network. Specifically, |E| = Z,ﬁzQ Rj. - Ni., where R;. denotes
the link redundancy ratio at layer &, N}, is the number of nodes
atlayer & in the upward graph and L is the number of layers in
the upward graph. The link redundancy ratio at layer k is
defined as the number of links that one node in layer % can
has to reach nodes in layer k—1. For instance, in k=8 fat-tree
topology with 4 layers, Ry = 1, R3 = Ry = 4. There is no R;
since layer 0 does not exist. Thus | /| = 21, which is very small
compared with entire network size (| E| = 384). For simplicity
of presentation, we assume all nodes in layer & have the same
Ri. However, both our search algorithm and complexity
analysis are not restricted by this assumption.

The second search step is that in upward graph 7 ;, find-
ing the downward straight paths from the common node to
hypervisor h;. It is depth-first search, which has O(|E|)
worst-case complexity. However, in topologies like fat-tree
and Clos [18], 7, turns out to be a tree rooted at h; with all
the common nodes as its leaves. Thus only L—1 edges need
to visited to find a downward straight path from the com-
mon node (leaf) to h; (root), which introduces constant (neg-
ligible) overhead.

Table 2 summarizes the search cost (the number of visited
edges) for finding all desired routing candidates in different
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fat-tree topologies. We list the number of nodes and edges in
the network to show that the search space is much smaller.
N}, is the average number of hypervisors used by one tenant.
We consider the complexity for both intra-pod (all the hyper-
visors are located within one pod) and inter-pod (the tenant
spreads across at least two pods). For the special case that
the all hypervisors in H are sharing the same ToR switches,
there will only one routing connecting them. It is clear that
even in large scale datacenters with thousands of servers,
the one-time comprehensive search cost is small and accept-
able. Mathematically, we derive that algorithm complexity is
O(Vg), where V is the number of nodes in the fattree topology
Thus, although our algorithm performs comprehensive
topology search, the complexity is still polynomial.

For other topologies with larger over-subscription ratio
(e.g., 2:1 Clos topology) than the fat-tree topology (1:1),
search cost will further be reduced due to the smaller num-
ber of redundant paths in these topologies.
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