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A Systematic Evaluation of Wavelet-Based Attack
Framework on Random Delay Countermeasures
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Abstract— Random delay countermeasure is a commonly used
defense against side-channel attacks, which brings certain inter-
ference and disturbance to those calculation sequences in the
time domain. Data alignment and frequency attack are con-
sidered as typical techniques to counteract the random delay
countermeasure. However, these attacks have limitations from the
perspectives of both efficiency and performance. In comparison,
facing those delays, wavelet analysis is considered as a more
efficient technique due to its detailed and comprehensive interpre-
tation of a signal. This paper applies different wavelet techniques
to three attack components: noise reduction, trace alignment
and key extraction. For the first time, the unified wavelet-
based attack framework against random delays is proposed
where wavelet analysis is fully applied in the entire attack
life cycle. In particular, a novel method of trace alignment
at the wavelet level is proposed in this framework, which is
based on wavelet pattern detection to synchronize the misaligned
power traces. Most importantly, the overall wavelet-based attack
framework is systematically evaluated over three random delay
strategies, after the respective contribution of each component
is investigated through a series of comparative experiments.
Experimental results show that the performance of the wavelet-
based attack framework is significantly improved compared to
standard attack procedures and frequency ones, which can be
regarded as a unified and effective solution to conquer random
delay countermeasures.

Index Terms— Random delay countermeasures, side-channel
analysis, wavelet framework, performance evaluation.
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I. INTRODUCTION

S IDE channel attack (SCA) tends to extract the secret keys
using physical leakages such as power, electromagnetic

emissions, time, and more. Among them, power analysis [1] is
one of the most powerful means which exploits the power con-
sumption leaked through cryptographic devices. The instanta-
neous power consumption is closely related to the executed
operations and processed intermediate data, so the secret
keys could be extracted by means of analyzing the power
features. Differential power analysis (DPA) and correlation
power analysis (CPA) [2] are two foremost and fundamental
power analysis methods to recover the keys based on statis-
tical methodology. To exploit the dependence of the leaked
power characteristics and executed operations as well as the
processed data, the target parts of those power measurements
have to be aligned to the same position. In order to mitigate
SCAs, different countermeasures are proposed to increase the
difficulty for adversaries.

The concept of random delay countermeasure against SCA
was proposed in [3]. By making power traces out of synchro-
nization, random delays reduce the correlation of the con-
sumed power and executed operations along with processed
data. Compared with random masking, it improves the attack
complexity as a type of hiding manner. The reason why ran-
dom delay countermeasure is still acknowledged and widely
used is that its implementation strategy is quite flexible and
easy to adopt. In a nutshell, strategies to implement random
delay countermeasures can be divided into three categories.

From the aspect of measurements, it is quite normal that the
power traces are triggered and then collected in an oscilloscope
controlled by a host computer. If the trigger signal arrives at
a random interval, the starting moment of encryptions varies
every time, which is called random propagation delay.

From the aspect of the algorithm itself, the delays are often
realized through dummy operations such as NOP instructions,
which is called random delays insertion. At first, a gate-level
random delay insertion against DPA was proposed in [4] where
the instantaneous power consumption and total charge quantity
are randomized. Besides the hardware solution, Tunstall et al.
proposed a different method of random delays in embedded
software, which increases the desynchronization compared to
those whose lengths are uniformly distributed with less time
consumption [5]. As an improvement of Benoit and Tunstall’s
work, Coron et al. proposed effective countermeasures of
random delays in CHES 2009 and 2010 [6], [7], which are
also implemented at the software level.
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Moreover, from the aspect of the device’s clock, the random
clock jitters could introduce random delays to power traces
because the instructions being executed are pulsed by the clock
frequency. Zafar et al. first introduced a pseudo-random clock-
ing scheme to AES based on single inverter ring oscillators
(SIROs) to resist DPA attacks [8]. Based on Zafar’s work,
Boey et al. proposed a method to insert dummy operations
during idling cycles of random clock [9], which reduces the
signal-to-noise ratio (SNR) significantly and increases the
resistance capability.

A. Related Work

Traditional attacks on random delay countermeasures are
divided into two categories. One is to launch an attack in the
time domain after aligning the power traces. The most basic
method—static alignment was first proposed by Mangard
et al. and well acknowledged by SCA community [1]. It is
easy to perform such an attack. However, it mainly works
in the scenario of intrinsic jitter and small delays. Moreover,
it cannot fully align the traces when complex random delays
are induced or varying clock frequency is applied. After that,
a more advanced aligning method—elastic alignment was pro-
posed in [10], which matches different parts at different offsets
and performs nonlinear resampling of the traces. The elastic
alignment has a better performance in terms of alignment.
However, its computational complexity is very high. In order
to achieve higher efficiency, Muijrers et al. proposed the rapid
alignment method in [11] whose computational complexity
is significantly reduced as compared to elastic alignment.
In addition, some other alignment methods based on waveform
matching, pattern recognition, and hidden Markov models
were proposed in [12], [13] and [14]. However, the operation
of alignment itself still experiences a great deterioration in
performance and efficiency.

The other category is to transform the power signals from
the time domain to frequency domain, and to conduct the
attack directly on the frequency spectrum. Since the shifts in
time domain will only change the phase spectrum in frequency
domain and the amplitude spectrum will not be influenced,
differential power frequency analysis (DPFA) and correlation
power frequency analysis (CPFA) based on power spectral
density were first put forward in [15] and [16]. However, Lu
et al. showed that the frequency attack could not succeed when
the maximum window size of Discrete Fourier Transform
(DFT) is smaller than the length of delays [17]. So it is very
important to choose an appropriate window size for DFT in
such attacks.

Over the past few years, wavelet related techniques have
already been adopted to SCA in practice. For example, it was
investigated that wavelet coefficients in different levels con-
tribute to DPA differently [18]. It could improve the perfor-
mance of DPA if those detrimental coefficients are removed.
Whereas the most applications of wavelet analysis in SCA
is to denoise the power signals. For example, Liu et al.
and Ai et al. respectively proposed a method to reduce the
noise of power traces in order to improve the signal-to-noise
ratio [19], [20]. In addition, wavelet analysis was applied

to denoise the misaligned signals in [21]. However, a mini-
mization algorithm rather than wavelet ones was employed to
align them, and a classic DPA was performed to recover the
keys at the end. Furthermore, the idea of recovering the keys
based on wavelet coefficients was proposed in [22] for the
first time. However, it only discussed the situations without
countermeasures. Recently, the machine learning technique
has been applied to SCA based on wavelet transform. For
instance, the power traces were preprocessed using wavelet
transform and then used to train the probabilistic neural
network (PNN) [23]. Besides, wavelet analysis and support
vector machine (SVM) algorithm were combined and wavelet
SVM was used to recover the keys of unmasked or masked
AES implementations [24]. So the wavelet analysis becomes
more and more important in SCA, making the proposal of
a unified wavelet-based attack framework in random delay
scenarios naturally valuable.

B. Contribution

Our contributions can be summarized as below:

• We propose a unified wavelet-based attack framework
(WAF) against random delay countermeasures, includ-
ing three components: wavelet trace denoising (WTD),
wavelet trace alignment (WTA) and wavelet key extrac-
tion (WKE). Due to the lack of WTA, there is no such an
all-in-one framework that has even been proposed, to the
best of our knowledge. In this framework, we particu-
larly propose a novel alignment method using wavelet
decomposition, which can detect and remove the random
delays, efficiently improving the attack against random
delay countermeasures.

• We evaluate each component of this framework individ-
ually and systematically, and compare it with traditional
methods in confrontation of three types of random delay
countermeasures. As shown in experiments, each com-
ponent has its own contribution to improve the attack,
respectively, which is evaluated in a quantitative manner.

• Through physical experiments on a microcontroller and
FPGA, we evaluate the performance and efficiency of
the overall wavelet framework. Our experimental analysis
proves that the wavelet-based attack framework results
in better attacks in comparison to those classic methods
and frequency-based ones, when the wavelet technique is
applied throughout the entire framework.

C. Organization

This paper is organized as follows: Section II gives the
necessary background of wavelet analysis. Section III intro-
duces three strategies of random delay countermeasures and
explains the attack difficulty of traditional methods. Section IV
describes the whole wavelet-based attack framework—
WAF, including our proposed method of alignment—WTA.
Section V demonstrates our systematic evaluation of the
wavelet framework. Section VI concludes the paper and lists
our future work.
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II. BACKGROUND OF WAVELET ANALYSIS

Wavelet analysis is a more advanced tool than Fourier
analysis that only represents a signal in frequency domain with
a constant resolution. Instead, wavelet analysis can provide
both time and frequency analysis with variant resolution to
a signal. It describes the similarity of a time domain signal
f (t) using a wavelet basis function ψ with two parameters:
scaling s and shift l. Eq.(1) shows an example of wavelet basis
function (or wavelet function in short). Eq.(2) lists the wavelet
transform (WT) which is integrated over the product of target
function f (t) and wavelet basis function ψ . Different wavelet
basis functions can be classified to different families according
to their properties and characteristics, such as Daubechies
(DbN), Mexican Hat (Mexh), Morlet (Morl), Meyer (Meyr),
Symmlets (SymN) and Coiflets (CoifN) [25]. The “N” in
DbN, SymN and CoifN indicates the order of wavelet basis
functions. For example, the Db1 (also called as Haar wavelet)
has the order of one.

ψl,s(t) = 1√
s
ψ(

t − l

s
) (1)

WT(s, l) = 1√
s

� +∞

−∞
f (t) ∗ ψ( t − l

s
)dt (2)

The selection of wavelet basis function in wavelet decom-
position is very crucial to the performance and results of
signal processing. There are two key factors that should be
considered when choosing different mother wavelets. One is
those properties of wavelet families, such as compact sup-
port, orthogonality, biorthogonality, symmetry and vanishing
moment. Among them, the compact support and the vanish-
ing moment are the most important ones to be taken into
account [26]. The other is the similarity between the wavelet
basis function and the original signal to be analyzed [27].
Namely, the wavelet basis function is more suitable when it
is more similar to the original signal.

There are two types of wavelet transforms: Continuous
Wavelet Transform (CWT) and Discrete Wavelet Transform
(DWT). Since the power traces are discrete samples collected
by digital oscilloscopes, DWT is mainly used as the tool
to process power traces and it is also called as wavelet
decomposition. It should be noted that in DWT, the scaling s
and shift l of CWT are discrete, but the time t of f (t) and
ψ(t) is still continuous.

As Fig. 1(a) shows, the wavelet decomposition of a signal
consists of two processes: filtering and down-sampling. The
signal f (t) is initially filtered by a low pass filter (LPF)
and a high pass filter (HPF). Then in order to remove the
redundant information, each filtered signal is down-sampled by
two. Therefore, the time signal is transformed into two parts:
the detail wavelet coefficients (cDi ) and the approximation
wavelet coefficients (cAi ), where i is the decomposition level.
Note that cAi can be further decomposed at the (i + 1) level,
denoted as cDi+1 and cAi+1. If a three-level decomposition is
applied to a signal, cD1, cD2, cD3, cA3 are obtained, which
can represent the whole information of this original signal. The
approximation wavelet coefficients cAi generally represent
patterns and pivotal information of the signal, and they are

Fig. 1. The schematic description and illustration of DWT and IDWT.

critical to SCA. While, cDi generally represent the noise and
irrelevant information.

Conversely, wavelet coefficients cAi and cDi can be recon-
structed to time domain signals Ai and Di using Inverse
Discrete Wavelet Transform (IDWT), indicated by Fig. 1(b).
For example, cD1, cD2, cD3, cA3 can be reconstructed to
D1, D2, D3, A3, respectively. And the time domain signal f (t)
is reconstructed as f (t) = D1 + D2 + D3 + A3.

III. RANDOM DELAY COUNTERMEASURES

Different strategies of random delays will influence the
performance of countermeasures against SCA. Therefore, it is
important to select appropriate strategies to ensure the effec-
tiveness of defense. In this section, three types of strategies
are applied including random propagation delays of trigger
signals, multiple random delay insertions to encryption oper-
ations and random jitters of clock frequency. The high-level
description of implementation principles is shown in Fig. 2.
Even though the methods of implementations are different,
the objective of these countermeasures is essentially all about
how to desynchronize the collected power traces so as to
increase the attack difficulty.

A. Strategies of Random Delay Countermeasures

1) Strategy 1: Random Propagation Delay: The encryption
is started by a trigger signal generated from a host computer.
The trace is measured only when the oscilloscope receives this
trigger signal. Therefore a random delay is added to the trigger
signal to make the time of propagation vary randomly. For
each encryption, the starting time is randomly changed every
time, so the collected power traces are misaligned, which is
equivalent to a random delay inserted into the beginning of
encryption. Fig. 2(a) is the illustration of random propagation
delay. Trace 1 and 2 are two schematic traces that are asyn-
chronous due to the difference of the arriving time of trigger
signals. The propagation delays are t1 and t2, respectively,
which makes the positions of encryption operations different
from each other when t1 �= t2. This kind of countermeasure is
liable to put into practice even if there is no knowledge about
the details of the cryptographic algorithm. The adversary has
to align the power traces first. Therefore, this countermeasure
is selected as a target of our attack framework to be proposed.
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Fig. 2. High-level illustrations and sketches of mechanism for three strategies of random delay countermeasures used for targets of our proposed framework.

Fig. 3. Two illustrative traces with random delays insertion.

2) Strategy 2: Random Delays Insertion: In CHES 2009,
a new method of constructing and inserting random delays
called Float Mean (FM) was proposed in [6] which is more
secure and lightweight as claimed. With the same mean, it can
generate a much greater variance. However, it was pointed
out in [7] that the chosen parameters of Float Mean were
inappropriate and thus the Improved Float Mean scheme was
proposed, which is also adopted in our experiments. Random
delays are generated according to those assembly codes given
by [7], which is shown in Fig. 2(b) to illustrate the core
idea of the implementation of random delays. Considering the
trade-off between the performance and overhead merely for
the purpose of illustration, 4 random delays are inserted into
the 16 S-Box lookups in the first round of AES cipher, which
is usually a typical focus of SCA on AES. Fig. 3 shows two
illustrative power traces inserted with multiple random delays.
It is observed that 16 lookups are separated randomly due to
those delays and the operations in these two encryptions are
not synchronous.

3) Strategy 3: Random Clock Jitters: Generally, random
clock is implemented in hardware circuits such as FPGA due
to its flexibility of clock systems while the implementation in
the embedded devices is relatively difficult because of their
immutable clock frequency. Therefore, the third strategy—
random clock jitters, which is a kind of random delay in
essence, is implemented in an FPGA. Fig. 2(c) interprets the
core idea of random clock which is based on a multiplexer
and multiple delay units, where Clock 0 to N are N + 1
possible input clocks with 0 to N delay cycles. A master clock

TABLE I

COSTS OF COUNTERMEASURES IN SOFTWARE

goes through N random delay modules and then one of the
input clocks is selected as the encryption clock controlled by
a random number generator (RNG). If the random number
is N , the clock will be postponed N clock cycles. The AES
encryption implemented in FPGA requires ten clock cycles
because there are ten iterations of round and only one round
is executed within one clock cycle. Hence ten random clocks
are totally imported to complete an AES encryption and each
round of AES is executed with different clock frequency. As a
result, the execution time of the ten rounds are randomly
changed and the collected power traces are asynchronous in
the time domain. Usually, preprocessing of alignment and
frequency attack are also employed to react to the random
clock countermeasure. So this strategy of random delay is
also chosen as a target of our proposed wavelet-based attack
framework.

B. Implementation Costs of Random Delay Countermeasures

During the implementations of random delay countermea-
sures, the resistance against SCA is not free and comes
with the additional costs. Here the overheads to implement
above three strategies are discussed. Table I and Table II
respectively show the costs of implementations in software and
hardware. As a baseline, the AES implementation without any
countermeasure is also listed.

Strategy 1 and Strategy 2 are implemented in a microproces-
sor at the software level. The second column in Table I lists
the total size of codes (in KB) written to the microprocessor.
The third column is the average time (in ms) of each execution
of AES which includes the time of communication with the
host PC. Since the random delays are inserted, the code size
is larger and the running time is increased to 2∼3 times.
However, those encryptions are still working properly.
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TABLE II

COSTS OF COUNTERMEASURE IN HARDWARE

Strategy 3 is implemented in an FPGA. The second column
in Table II lists the number of the slices used as Flip-Flops
after synthesis. The third column shows the number of look-
up tables in the FPGA used as RAM or logics. Note that
the FPGA in use has 28800 sliced registers and LUTs in
total. These implementations (with/without Strategy 3) just use
a small portion of the available hardware resource, roughly
around 2% of total registers and 7% of LUTs.

C. The Difficulty of Attacking on Random Delays

It is not easy to launch a direct DPA or CPA attack on those
power traces when the three aforementioned strategies are
applied as countermeasures. This is because the instantaneous
power consumption of the same moment is not caused by
the same encryption operation and it is hard to analyze the
correlation. Even though in theory, random delay countermea-
sures cannot prevent the attacks completely. In practice, it can
cause great difficulties in key extraction. More specifically,
it requires more coverage of points of interest, more pattern
recognition of target operations, and more alignments to
compensate the side-effects of delays.

Trace alignment and frequency attack are normally consid-
ered as an efficient response to random delay countermeasures.
Unfortunately, there are some obvious disadvantages when
using them.

As for standard alignments methods such as static or elastic
alignment, it is difficult to align all the traces completely if
the random delays are complex. So the correlation between
power dissipation and sensitive data may be low and the key
recovery is still difficult. In terms of multiple delays, multiple
alignments have to be conducted, each of which has to go
through all traces. In addition, the process of alignment itself
is very time-consuming, so the attack efficiency is quite low.

As for frequency attack, DPFA could not succeed when the
window size of DFT is smaller than the length of delays as
claimed in [17]. Moreover, frequency analysis completely dis-
cards the time-domain information which can actually be well
exploited in the traditional side-channel analysis. For instance,
in DPFA, adversaries cannot know the precise moment when
the target operation is executed. As declared in [1], whether
frequency attack works well or not essentially depends on the
spectral characteristics of the leakage and random delays.

Due to the listed difficulties of those mainstream analysis
methods on random delay countermeasures, it is interesting
and worth to explore a new type of analysis, which could
enhance the attack performance and efficiency especially
towards those random delay strategies.

IV. WAVELET-BASED ATTACK FRAMEWORK AGAINST

RANDOM DELAY COUNTERMEASURES

This section elaborates our unified wavelet-based attack
framework with three components in the scenario of random
delay countermeasure. Meanwhile, the standard attack pro-
cedures and the frequency-based attack procedures are also
briefly introduced to compare with the proposed framework.

A. Overview of Wavelet-Based Attack Framework

There are two existing attack procedures against random
delay countermeasures: standard attack procedure (SAP) [1]
and frequency-based attack procedure (FAP) [16]. A typical
SAP consists of the following steps: standard traces denoising
by a low pass filter (STD), standard traces alignment via
static or elastic alignment (STA) and standard keys extraction
in the time domain (SKE). Meanwhile, FAP is often applied
to break the protection of random delays, which includes the
noise reduction using a low pass filter and the key recovery
using DPA or CPA in the frequency domain (FKE).

Wavelet analysis has been applied to SCA in different
aspects. However, when facing random delay countermeasures,
there is no such a uniform solution that is merely based on
wavelet technique. The main reason is that how to use wavelet
to align power traces has not been explored. In this paper,
the problem is carefully solved, which is to be shown in
Section IV-C. Therefore, we are able to propose an attack
based on a unified wavelet framework for the first time, to the
best of our knowledge.

The wavelet-based attack framework (WAF) includes
wavelet trace denoising (WTD), wavelet trace alignment
(WTA), and wavelet key extraction (WKE), which correspond
to those three steps in SAP. Later in Section V, the per-
formance and efficiency of the proposed WAF against those
three strategies of random delay countermeasures are evaluated
and compared with SAP and FAP. The wavelet-based attack
framework is elaborated as following.

Step 1 Wavelet trace denoising (WTD): Denoising power
traces based on wavelet analysis. Different from tra-
ditional denoising with low pass filter, WTD can not
only remove those high frequency noise and glitches
influenced by measurement setup and environment, but
also eliminate massive information which are unrelated
to encryption operations.

Step 2 Wavelet trace alignment (WTA): Aligning power
traces based on wavelet analysis. Through selecting
appropriate wavelet basis functions and decomposition
levels, and applying a carefully chosen threshold, ran-
dom delays can be first distinguished from encryptions
based on pattern recognition using wavelet decompo-
sition and then removed. Thereby, the aligned wavelet
coefficients can be exploited directly.

Step 3 Wavelet key extraction (WKE): Recovering the secret
keys in wavelet domain. Extracting the keys with
DPA or CPA is implemented in wavelet domain instead
of time domain when applying the wavelet framework.
There is no need to reconstruct the power traces since
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Algorithm 1 The Algorithm of the Whole Wavelet-Based Attack Framework (WAF), Compared With SAP and FAP
WAF: Wavelet-based Attack Framework SAP: Standard Attack Procedures FAP: Frequency Attack Procedures

1 S = Sep(t)+ Sdp(t)+ Snp(t) S = Sep(t)+ Sdp(t)+ Snp(t) S = Sep(t)+ Sdp(t)+ Snp(t)
2 DWTWTD(nWTD, lWTD) : S −→ W
3 W = Wep(w)+ Wdp(w)+ Wnp(w)
4 WTD(λWTD) : W −→ W1 STD : S −→ S1 STD : S −→ S1

5 IDWTWTD(nWTD, lWTD) : W1 −→ S1

6 S1 = S1
ep(t)+ S1

dp(t) S1 = Sep(t)+ Sdp(t) S1 = Sep(t)+ Sdp(t)
7 DWTWTA(nWTA, lWTA) : S1 −→ W2 DFT : S1 −→ F
8 W2 = W2

ep(w)+ W2
dp(w) F = Fep( f )+ Fdp( f )

9 WTA(λWTA) : W2 −→ W2∗ STA : S1 −→ S2

10 W2∗ = W2
ep(w) S2 = Sep(t)

11 IDWTWTA(nWTA, lWTA) : W2∗ −→ S2

12 WKE : W2∗ −→ K SKE : S2 −→ K FKE : F −→ K

TABLE III

NOTATIONS OF WAF, SAP AND FAP

the wavelet coefficients obtained from Step 2 can be
directly used for WKE.

The details of the proposed WAF are depicted in the first
column of Algorithm 1 at a high level, where the notations
are summarized in Table III.

The original signal S contains three parts in the time
domain: the encryption part Sep , the random delay part Sdp

and the noise part Snp . In Step 1 (i.e., WTD), S is transformed
into the signal W in wavelet domain through DWTWTD with
two pivotal parameters—nWTD and lWTD, which stand for the
order of the wavelet basis function and the wavelet decompo-
sition level. A threshold λWTD is applied to eliminate the noise
part Wnp in wavelet domain, and to obtain the denoised signal
W1 after WTD. Then W1 can be reconstructed to the denoised
signal S1 in the time domain through IDWT. In Step 2 (i.e.,
WTA), the denoised signal S1 is transformed into W2 after
DWTWTA. Similar to nWTD and lWTD, nWTA and lWTA denote
the order of wavelet basis function and the decomposition
level used in WTA. Next, another threshold λWTA is applied

to remove the random delay part W2
dp and get the aligned

signal W2∗ in wavelet domain. Finally, in Step 3 (i.e., WKE),
the secret key K can be recovered from the aligned wavelet
signal W2∗ directly.

As a comparison, SAP, listed in the second column of
Algorithm 1, recovers the keys from the aligned time-domain
signal S2. Besides, FAP is also introduced in the last column
of Algorithm 1, which does not require the trace alignment
compared with SAP, and FKE is just executed based on
frequency-domain signal F .

Different from SKE and FKE, there is no need for WKE to
reconstruct the time-domain signal S2 from W2∗ via IDWT

for a second time. Therefore, Line 11 is crossed out in the
proposed WAF as shown in Algorithm 1.

B. Wavelet-Based Trace Denoising

Noise in the collected power traces will hide those sen-
sitive leakages and reduce SNR. Hence it is very important
to remove the noise as much as possible to improve the
performance of DPA or CPA. Wavelet analysis is a powerful
tool to partition various parts of a signal (the noise and the key-
dependent part). As described in Section II, a signal S with
noise can be decomposed to series of wavelet coefficients (cAi

and cDi ) through DWT. Parts of cDi , which cause negative
effects to SCA, should be identified and removed.

The first problem to be solved in WTD is the selection of
a suitable wavelet family along with nWTD and lWTD. In fact,
the wavelet technique used for denoising has already been
investigated and verified in [18]–[22], [28]. Therefore the
parameter selections in WTD can be referred to previous
works. First of all, the Daubechies (DbN) is selected as the
wavelet family, because it is one of the most commonly used
mother wavelets in denoising. Among the DbN family, Db4 is
chosen as the specific wavelet basis function of DWTWTD,
which is adopted as empirical experience from [28]. That
means nWTD = 4 in Algorithm 1. In addition, since only those
coefficients less than 6 levels are required to carry out DPA
successfully [18], lWTD in Algorithm 1 is set as 6 empirically.

After DWT, the subsequent work is to find out those
coefficients caused by noise and then remove them. Due to
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Fig. 4. Two denoised power traces after WTD.

the fact that the coefficients of normal signals are distinctly
larger than those of noise, the most well-known method to
filter the noise in the wavelet domain is based on a threshold.
The main idea is that: each detail coefficient is compared to
a threshold λWTD; if it is less than λWTD, the coefficient is
considered as noise-related and should be set to zero. Here
the threshold level of denoising is determined according to the
most common method proposed by Donoho [29]. Therefore
λWTD is resolved by Donoho’s formula shown in Eq.(3) [30].
δ is the variance of noise which is calculated from the median
of the absolute value of detail coefficients cDi , and len is the
length of those cDi .

λWTD = δ
�

2 log(len), δ = median|cDi |
0.6745

(3)

In fact, a threshold function TF is usually defined on the
threshold λWTD and usually of two types. One is the hard
threshold function TFh shown in Eq.(4), where the coefficients
less than λWTD are set to zero and the rest are kept constant.
The other is the soft threshold function TFs whose coefficients
less than λWTD are also set to zero. But the rest are recomputed
to improve the accuracy as shown in Eq.(5).

TFh(c) =
�

c i f |c| > λWTD

0 i f |c| < λWTD
(4)

TFs(c) =
⎧⎨
⎩ c (1 − λWTD

|c| ) i f |c| > λWTD
0 i f |c| < λWTD

(5)

In this way, the original signal S is decomposed to 6 levels
of wavelet coefficients W , resulting in cD1, cD2, . . . , cD6
and cA6. Then all the detail coefficients are filtered via the
threshold function TFh or TFs . A new wavelet-domain signal
W1 is generated, where the noise part has been removed.
However, W1 can not be directly fed to Step 2 as the
parameters of wavelet decomposition in WTD are different
from those in WTA. So, W1 needs to be transformed back to
a time-domain signal S1 through IDWT.

This step is very important in the whole WAF. Unlike
the general filters which only cut down those high frequency
noises, WTD can also remove extra information that is unre-
lated to power analysis attack. To clarify this, Fig. 4 shows two
denoised power traces after Step 1, where the original signals
are protected by Strategy 2. Compared with those in Fig. 3,
the traces in Fig. 4 consist of fewer glitches and noise in the
time domain.

TABLE IV

PROPERTIES OF SIX WAVELET FAMILIES

C. Wavelet-Based Traces Alignment

Wavelet analysis can identify various characteristics of
signals based on different wavelet decomposition levels and
wavelet basis functions. In this paper, three strategies of
random delay countermeasures stay on a fact. That is, there
exist non-negligible differences in amplitude when random
delays are introduced to encryptions. For example, Strat-
egy 2 is adopted from papers in CHES [6], [7], and the direct
measurement and observation on their schemes reveal such
a difference. Thereby those amplitude features are mainly
targeted in wavelet-based alignment. A threshold in WTA,
denoted as λWTA, is sought to distinguish the features of delays
from encryptions, and to remove random delays. Note that
such fact is reproduced from the original CHES paper [6], [7]
under the same experimental settings. Since the major focus
of our work is on how to use wavelet technique to recognize
those delays and align power traces, no hiding techniques are
further utilized to minimize such difference in [6], [7], which
can be studied as a more challenging work in the future.

1) Selection of Wavelet Basis Function: In WTD, which
wavelet basis function is selected is determined according to
the reference that is ready verified in previous works. Unlike
WTD, there is no existing work in WTA that can be referred
as empirical experience. Therefore, detailed mathematical and
theoretical proof is provided here, showing a concrete and
reasonable logic to select appropriate wavelet basis function
for WTA and to pursue a better performance of wavelet-
based alignment. Here six commonly used wavelet families are
considered as candidates of wavelet decomposition in WTA:
Meyr, Mexh, Morl, DbN, CoifN and SymN.

The first factor to be balanced when selecting appropriate
wavelet basis function is the properties which directly deter-
mine the results of wavelet decomposition and performance
of WTA. Table IV lists those dominant properties, including
compact support, orthogonality, biorthogonality, symmetry and
vanishing moment. Among them, the vanishing moment (VM)
is an important metric, which can depict the smoothness
and concentration of the wavelet function in both time and
frequency domain. In general, the value of VM is preferred
to be large, because a larger value of VM indicates a less
number of coefficients for the inner product [31]. In Table IV,
the first three columns in the first and last rows have the value
of “no”. Since there are no compact support and vanishing
moment in the families of Meyr, Mexh and Morl, these
three wavelet families are excluded from further consideration.
Then, in order to keep a larger VM, we only consider a part
of basis functions in the remaining families, i.e., Db7, Db8,
Db9, Db10, Sym7, Sym8, Sym9, Sym10 and Coif5.
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Fig. 5. Multi-resolutions analysis with different wavelet decomposition levels.

The selection of wavelet basis function is further enhanced
according to the similarity between the wavelet basis functions
and signals to be decomposed. The Mean-Square Error (MSE)
is a sound metric that reflects the degree of similarity between
the reference and target to be estimated [32]. The equation to
compute MSE is presented in Eq.(6), where n is the number
of samples, yi and ŷi are the samples of reference and target
signals, respectively.

M SE = 1

n

n�
i=1

	
yi − ŷi


2 (6)

Therefore, the denoised signal S1 is decomposed using
those remaining nine wavelet basis functions in Table IV. And
then they are used to reconstruct the signal ŷ(t) based on the
decomposition coefficients. Finally, the MSE between ŷ(t) and
reference signal S1 is computed. To make sure the robustness,
this process is repeated ten times with different reference
signals S1, and the results are shown in Table V. The MSE
accurately depicts the similarity of two signals. A lower MSE
corresponds to a higher similarity. Thus, the final selection
of wavelet basis function can be determined by the MSE.
In Table V, the MSE based on Db9 leads to the smallest value
in all ten tests. Therefore, the Db9 is considered as the best
selection to carry out WTA and it is selected as the wavelet
basis function in the wavelet decomposition. Accordingly,
nWTA in Algorithm 1, the order of wavelet basis function in
WTA, is determined as 9.

2) Selection of Wavelet Decomposition Levels: In order
to differentiate random delays and encryptions as clearly as
possible, the decomposition levels should also be appropriately
selected in addition to the wavelet basis function.

The decomposition level is related to the resolution level,
which indicates the signals in different frequency bands [33].
Supposing the frequency space of original signal is defined
as V0 over the interval [0, π]. After a decomposition, V0 is
divided into two subintervals: a low frequency subspace V1
over [0, π2 ] and a high one U1 over [π2 , π]. Then, V1 continues
to be partitioned into two halves: V2 and U2. Finally, a series
of Vk,Uk, . . . ,U2,U1 are obtained if k decomposition levels
are applied, as shown in Fig. 5. As a result, a signal after
multiple wavelet decomposition with different levels will gen-
erate wavelet coefficients at different resolution levels, which
makes multi-resolutions analysis possible. That is, with more
decomposition levels, the frequency-domain resolutions will
increase and time-domain resolutions will decrease conversely.
And the number of points in decomposed signals will be
reduced. Therefore, a suitable level selection matters a lot to
the performance of wavelet-based alignment.

Fig. 6. The RAD values based on different decomposition levels from 1 to 10.

We first determine the optimal level from a mathemat-
ical and theoretical perspective. According to the wavelet
theory, the approximation coefficients mainly contain the
low-frequency part of original signal such as amplitude char-
acteristics while the detail coefficients contain those high-
frequency part such as glitches and disturbances. Note that
both approximation and detail coefficients will contain the
signal as well as the delay. However, the ratio of signal to
delay will depend on wavelet transform and decomposition
levels. In practice, since the adversary is not clear about which
part is the delay, he has to do multiple wavelet decompositions
which will suppress the delay in the trace of approximation
coefficients and only keep the signal-related part. That’s the
way how the approximation coefficients get mapped to the
encryption part eventually. Therefore, the contrast Ratio of
Approximation to Detail coefficients (RAD) is defined to
depict the degree of divergence between the random delays
and encryptions. Eq.(7) shows how to compute RAD with
normalization, where cAi and cDi are the approximation
and detail coefficients at the i -th level. A larger value of
RAD indicates a more significant contrast of encryptions over
delays. So the newly introduced RAD can be considered as a
metric to select the decomposition level.

R AD =
���� cAi −mean(cAi )

max(cAi )−min(cAi )

���� ��� cDi−mean(cDi )
max(cDi)−min(cDi )

��� (7)

Fig.6 shows the RAD for 10 levels where Db9 is served
as the basis function. In Fig.6, the value of RAD reaches to
the maximum when the level of decomposition increases to 9.
However, it starts to decrease when the level goes beyond 9.
Therefore 9 levels are considered to be the best selection
in WTA, and the level of wavelet decomposition—lWTA is
determined as 9.

The effectiveness of newly-defined RAD can be interpreted
and verified through practical experiments. Fig. 7 shows the
traces of approximation coefficients which corresponds to
10 decomposition levels. We can see that the contrast of
random delays to encryptions is not very obvious when the
decomposition level is less than 9, where some high frequency
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TABLE V

MSE COMPARISONS OF CANDIDATE WAVELET BASIS FUNCTIONS (UNIT: ∗10−8)

Fig. 7. The approximation coefficients after wavelet decomposition with
Db9 wavelet basis under different decomposition levels from 1 to 10.

information, such as those glitches in the first eight subfigures,
still exists in the trace of approximation coefficients. As the
number of decomposition levels increases, the high frequency
information is reduced, and the curve of approximation coef-
ficients is smoothed. Meanwhile, the amplitude characteristics
of signal are getting much clearer. However, in the last
subfigure with 10 levels of decompositions, the curve is over-
smoothed and the power change of encryption parts cannot be
recognized. Through the observation in Fig. 7, the 9th level is
verified as a turning point, which is consistent to the optimal
value depicted in Fig.6. With these double verifications, lWTA =
9 is considered as the best choice for the decomposition level.

3) Selection of Threshold and Traces Alignment: In order
to map the random delay and encryption part, a method
based on threshold is applied, just like the method in WTD.
When the denoised trace S1 is decomposed through DWTWTA,
the construct signal after Step 1 (W2) still consists of the
wavelet coefficients for the encryption and delay part (W2

ep
and W2

dp). In WTA, the minimum coefficients for encryption
part and maximum coefficient for delay part can be calculated,
which are denoted as emin and dmax , respectively. Due to the
difference of amplitude features, W2

dp is distinctively smaller
than W2

ep, so the maximum value of W2
dp (dmax ) is still smaller

than the minimum value of W2
ep (emin). In this sense, those

coefficients larger than emin are actually associated with the
encryption part, while those lower than dmax are with the delay
part. It can be determined that the differentiating threshold
λWTA is within the range of [dmax, emin ]. This process is
described in Line 1 to 5 of Algorithm 2.

Then in order to decide the exact threshold λWTA, all the
possible values are tested. The process of trace alignment is
carried out with regard to different candidate thresholds which
are increased with a certain step value. Then a mathematical
concept—correlation coefficient (Corr) is introduced to evalu-
ate the performance of alignment and thus determine the best
choice.

The method to align the traces based on λWTA mainly
depends on the fact that those coefficients larger than the
threshold correspond to encryption operations while those less
than the threshold map to random delays. Therefore, for a
specific coefficient W2(w), if W2(w) < λWTA, it is considered
as the delay part and then discarded; otherwise it is reserved.
The processed wavelet coefficients are denoted as W2∗, which
actually corresponds to the encryption part in wavelet domain
with neither noise nor random delays.

To evaluate the effectiveness of alignment using a certain
threshold, the Corr between two aligned traces is calculated.
If the encryptions are well aligned, the value of Corr should
be larger, indicating that the random delays are removed to
some extent. In the contrary, the Corr value will be relatively
smaller if the traces are not fully aligned, namely, this value
is not an appropriate choice for the threshold. Finally, the best
threshold can be determined when it produces the maximum
Corr value in trace alignment. This process is shown in Line
6 to 12 of Algorithm 2, where W2∗(w1) and W2∗(w2) are two
aligned traces in wavelet domain after removing the random
delays, and corrcoef is a function to calculate the correlation
coefficient.

Fig. 8 shows how the values of different correlation coeffi-
cients correspond to different thresholds. The step is 0.1, and
the stepped value of threshold increases from the maximum
coefficient of encryptions (dmax) to the minimum coefficient
of delays (emin). Note that in Fig. 8, the stepped value is
represented as the offset to the base dmax . There is a distinct
peak when the offset is 29.8. And the corresponding value
of Corr is up to 0.9476. Therefore, the base with an offset
of 29.8 is considered the best selection of the threshold to
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Algorithm 2 Find the Threshold λWTA and Align the
Traces in Wavelet Domain

Input : Power traces: S1 = S1
ep(t)+ S1

dp(t)
Output: Threshold λWTA

1 DWT(S1) −→ W2(w),w ∈ [0, length(S1)


28 ];
2 W2(w) = W2

ep(w)+ W2
dp(w);

3 max{W2
dp(w)} −→ dmax ;

4 min{W2
ep(w)} −→ emin ;

5 Threshold: λWTA ∈ [dmax, emin ];
6 for λWTA = dmax : step : emin do
7 if W2(w) > λWTA then
8 W2∗ = W2(w);
9 end

10 Corr = corrcoef (W2∗(w1),W2∗(w2))
11 end
12 The best threshold: λWTA with maximum Corr

Fig. 8. The correlation coefficient (Corr) varies with the threshold λWTA
from dmax to emin . (step = 0.1)

remove random delays and align the traces. Furthermore,
the Corr value with 0.9476 is sufficient and reasonable to
consider that the traces in wavelet domain is fully aligned and
the WTA achieves good performance.

The functionality of WTA can be validated through exper-
iments. Taking the power traces obtained from Strategy 2 as
an example, Fig. 9 shows the comparisons between the output
of Algorithm 2 with those in Fig. 4.

Fig. 9(a) and 9(b) show two traces that are the results of
wavelet decomposition. That is, S1 is processed by the wavelet
decomposition of WTA, where the wavelet basis function is
Db9 (i.e., nWTA = 9) and the level decomposition is 9 (i.e.,
lWTA = 9). In both Fig. 9(a) and 9(b), the encryption and
random delay part can be clearly identified. More specifically,
higher coefficient values around 0.4 ∼ 0.6 × 104 represent
encryption operations while lower ones around −0.6 × 104

imply random delays. Fig. 9(c) and 9(d) depict two traces in
wavelet domain output by Algorithm 2, where all the random
delays are removed using the differentiating threshold λWTA =
dmax +29.8. These two wavelet-domain signals, represented by

Fig. 9. Unaligned traces W2(w) in wavelet domain with random delays
(above) and aligned traces W2∗ in wavelet domain after WTA (below).

W2∗, are obviously quite synchronized which can be further
used in key extraction.

With the realization of WTA, it is feasible to build the
complete wavelet-based attack framework—WAF now. This
is because only aligned wavelet coefficients are required in
the subsequent Step 3 when extracting keys.

D. Wavelet-Based Key Extraction

In this step, W2∗, the output of WTA, is directly used,
where the signals are already aligned in wavelet domain and
the useful encryption parts are well-preserved.

Algorithm 3 describes the practical procedures of key
extraction WKE against three strategies in wavelet domain.
It should be noted that WKE is quite different in terms of
strategies and platforms of implementations.

The power model of leakages used in key recovery is
depended on the physical characteristics of chip where the
algorithm is running. In embedded software implementation,
the number of logic ones, namely hamming weight power
model (HW), can depict the power consumption. However,
on most of hardware platforms, the power consumption is
related to the number of logic transitions, that is hamming
distance model (HD). Therefore the HW power model should
be applied to Strategy 1 and 2 while HD model ought to be
applied to Strategy 3.

Besides the power model, when Strategy 1 and 2 are
considered, the attack target is on the SBox output in the
first round of AES. The hypothetical intermediate value Vi, j

is calculated as the SBox output for each guessed key value
Kg and plaintext pt , where i is the index of power traces
(the total number of power traces is Nt ) and j is the value of
possible keys. Then the hypothetical power consumption value
Hi, j is calculated from Vi, j based on HW power model.

In contrary, when Strategy 3, a hardware countermeasure,
is considered, the target is on the SBox input in the last round.
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Fig. 10. The methodology to evaluate the WAF with 1	 ∼ 6	 6 comparative experiments.

Vi, j is derived from the inversive SBox−1 input from Kg and
ciphertext ct . Then Hi, j is mapped from Vi, j with the HD

power model [34].
Finally, for both software and hardware implementations,

the correlation ρ j,w between Hi, j and W2∗ is computed,
where w is the index of samples in W2∗. Eventually, the key
guess Kg with the largest correlation coefficient value can be
considered as the correct key byte K.

Algorithm 3 Wavelet Key Extraction

1 for Kg = 0 To 255 do
2 // Strategy 1,2
3 Vi, j = SBOX(pt ⊕ Kg), i = 1..Nt , j = 1..256;
4 // Strategy 3
5 Or

Vi, j = SBOX−1(ct ⊕ Kg), i = 1..Nt , j = 1..256;
6 end
7 foreach Vi, j do
8 // Strategy 1,2
9 Hi, j = HW(Vi, j ), i = 1..Nt , j = 1..256;

10 // Strategy 3
11 Or Hi, j = HD(Vi, j , ct), i = 1..Nt , j = 1..256;
12 end
13 foreach W2∗ do
14 ρ j,w = corr(Hi, j ,W2∗(w)), j = 1..256, w =

1..length(W2∗);
15 end

V. EVALUATION OF PROPOSED ATTACK FRAMEWORK

In this section, series of comparative experiments are con-
ducted in software and hardware platforms, respectively. These
experiments are well-designed as in an internal and external
manner to evaluate the proposed framework. Some of them
are intended to assess the individual attacking power of each
step/component. Meanwhile others are designed to compare
WAF with those counterparts, i.e., the standard attack pro-
cedure SAP and the frequency-based attack procedure FAP.
In the evaluation process, four metrics are carefully selected to
reveal the performance and efficiency of WAF systematically.

TABLE VI

EXPERIMENT SETTINGS

A. Setup and Metrics

To measure the power leakage of cryptographic devices,
two side-channel attack standard evaluation boards are served
as our main experiment platforms. For Strategy 1 and 2,
SASEBO-W is utilized to implement the cryptographic algo-
rithm and countermeasures at the software level. Details about
SASEBO-W can be referred to [35]. On SASEBO-W, AES-
128 implemented in C is written to the ATMega163 microcon-
troller inside a smart card. For Strategy 3 with random clock,
SASEBO-GII is chosen to implement the AES algorithm
and countermeasures at the hardware level. Since SASEBO-
GII is a hardware platform based on FPGA, AES-128 with
random clock is implemented in Verilog. In addition, an oscil-
loscope (Agilent DSO-X3034T) is used to measure the power
leakages whose bandwidth is 350MHz and the maximum
sampling frequency is 5GSa/s (Samples per second). Here
4096 and 10000 power traces are collected at a sampling rate
of 100MHz respectively when Strategy 1 and 2 are applied,
and 16364 power traces are measured with a sampling rate
of 1GHz when Strategy 3 is used. Three steps of WAF
are fully implemented in MATLAB2018a, including wavelet-
based traces denoising WTD, wavelet-based traces alignment
WTA and wavelet-based key extraction WKE. Table VI lists
our experiment settings.

In order to illustrate the performance and efficiency of WAF,
four standard metrics, which are widely acknowledged in SCA
community [34], [36], [37], are used to evaluate practical
attack results. Among them, the first two MTD and MCV are
used to appraise the performance in terms of accuracy, and the
rest two TOP and MTR are used for evaluating the efficiency
in terms of processing time.
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TABLE VII

EVALUATIONS OF EACH COMPONENT OF WAF: WTD, WTA AND WKE

i MTD: Minimum Traces to Disclose the correct key
byte [36]. Since massive measurements take time and
the corresponding traces storage, it is always desirable to
extract the secret key with fewer traces. The attack that
uses the smaller number of traces will be considered as a
more powerful one.

ii MCV: Maximum Correlation Value of the correct key
byte [34]. This metric calculates the correlation between
the key guesses and the actual key value, which reflects
the accuracy of attack results. To some extent, the attack
method is better if its MCV is larger.

iii TOP: Time Of Preprocessing of power traces [37]. Before
the key recovery, the pre-processing of traces (including
WTD and WTA) will take some time. The attack with less
processing time is always preferred. If its preprocessing
takes too much workload and time, this attack can be
considered as inefficient.

iv MTR: Minimum Time to Recover a key byte correctly [37].
The time for key recovery is an important metric in SCA.
The less time it takes in key recovery, the more efficient
the attack is.

B. Experiment Design Principle

In order to evaluate WAF in a systematic way, a series
of experiments are designed as shown in Fig. 10, which
takes three random delay countermeasures and four evaluation
metrics into consideration. The design principle of those
experiments can be described as following: the whole frame-
work (WAF) can be viewed as a system with three degrees
of freedom in corresponding to the three steps/components.
First, several experiments are designed internally for the WAF
framework. Any of WTD, WTA and WKE is individually
viewed as a single degree of freedom; each time, only one of
them is sent for estimation and compared with those counter-
parts (i.e., STD and STA) while other two degrees of freedom
are fixed. Evaluations through these experiments are detailed
in Section V-C, V-D and V-E, respectively. Second, more
experiments are designed externally out of the framework in

order to compare WAF as a whole against SAP and FAP. The
evaluations are elaborated in Section V-F.

To conduct the evaluation internally and externally, Exper-
iment 1	 to 6	 are carefully designed to fulfill this principle,
as shown in Fig. 10. Experiment 1	 is a base case where
the power traces are not processed with denoising. Experi-
ment 2	 is a SAP method which relies on STD to denoise
the power traces. In order to evaluate the denoise component,
Experiment 3	 is designed to utilize WTD only and the other
two components are the same with Experiment 1	 and 2	.
For further evaluation, Experiment 4	 is designed to align the
power traces with WTA, while other two components are the
same with Experiment 3	. Experiment 5	 is a complete WAF
framework where only WKE is different from Experiment 4	,
which can be equivalently used to assess the key extraction
component. In addition, Experiment 6	 is an attack case in
frequency domain—FAP, using the FKE to recover keys after
STD.

Meanwhile, Fig. 10 also depicts our logic of experiment
design through a connecting network diagram. The lines from
components/steps (color blocks on the left, e.g., WTD, WTA,
WKE) to Experiments (circles at the center, e.g., 3	 and 4	)
show the component structure of each experiment. For exam-
ple, Experiment 4	 is made up of those components connected
by green curves (WTD, WTA, and SKE). In addition, the lines
from Experiments to the Evaluation parts (color blocks on the
right, e.g., WAF Evaluation) indicate that: the evaluation has to
be conducted by analyzing the results from those experiments
that are connected with it. For instance, the WAF Evaluation
is accomplished by Experiment 2	, 5	 and 6	 which are
connected through red curves. Finally, the black lines to the
Metrics part show that all the evaluations are metered with
those four criterions.

C. Evaluation of Wavelet-Based Trace Denoising

To measure WTD individually, three experiments— 1	, 2	
and 3	 are selected. Only the denoising component is different,
while STA and SKE are applied in both Step 2 and 3.
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Fig. 11. The correlation curves of each inner component in framework WAF. (left: strategy 1 (random propagation delay); center: strategy 2 (random delay
insertion); right: strategy 3 (random clock jitters)).

The Denoising Component column of Table VII lists the
results of three types of denoising methods against differ-
ent countermeasures. Compared to the base case (Experi-
ment 1	), standard trace denoising (Experiment 2	) only
reduces MTD from 2307 to 1655 and increases MCV from
0.096 to 0.121 when using Strategy 1. The improvement from
STD is quite limited. This is because there still remain many
signals that are unrelated to SCA and cannot be removed
by low pass filters, not like common high frequency noises.
In contrast, wavelet-based trace denoising produces a better
result in terms of MTD and MCV due to its thorough analysis on
signals. For example, in both Strategy 1 and 2, WTD reduces
MTD by around 50% compared to STD. And it can also double
the correlation MCV (from 0.121 to 0.207) in Strategy 1. More-
over, the cost of WTD over STD is not that much in terms of
the time metric TOP. The processing time is merely increased
from 14.52/65.81/32.13 to 18.74/211.43/73.73. To this point,
it is better to use wavelet-based technology in denoising for
both software and hardware platforms.

To show its advantages clearly, Fig. 11(a) to Fig. 11(c)
display the correlation curves for the base case, Experiment
2	 and 3	 (marked in red, black and green respectively) when

three countermeasure schemes are applied. Among all the key
guesses where those incorrect ones are marked in blue, attacks
using WTD can use the least number of traces to reveal the
correct key with a maximal value of correlation coefficient,
which is more obvious for Strategy 1 and 2.

D. Evaluation of Wavelet-Based Trace Alignment

The output traces denoised by WTD can be used in further
alignment. The performance of WTA is examined through
two experiments– 3	 (including static and elastic alignment)
and 4	. In this evaluation, WTD and SKE are applied in
Step 1 and 3, leaving the alignment component as the single
degree of freedom.

The results of these experiments are shown in the Align-
ment Component column of Table VII. Taking Strategy 2 as
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Fig. 12. The correlation curves of attack based on standard attack procedures SAP (red), frequency-based framework FAP (black) and wavelet-based attack
framework WAF (green).

an example. With regard to MTD, WTA only requires 132 traces
to recover the first key byte, which is far less than those
3997/2712 traces when static/elastic alignment are used. As for
the MCV, WTA can raise the correlation coefficient from
0.094/0.109 to 0.377 (about 4/3.4 times), showing that STA
can not fully align all traces and could be further enhanced
by wavelet-based techniques.

The most impressive advantage of WTA is its speed. It only
takes 386.85 seconds during the processing in comparison to
the six hours for static/elastic alignments. The speedup for
Strategy 2 is about 60 times. Similar conclusions can also be
made for Strategy 1 and 3.

In short summary, our proposed wavelet-based traces align-
ment (WTA) brings a significant improvement to SCA against
random delay countermeasures with a quite low cost of
processing time. Fig. 11(d) to Fig. 11(f) illustrate the effects
of WTA facing with those three strategies. The correlation
curves for static alignment, elastic alignment and WTA are
marked in red, black and green, respectively. The green curve
corresponding to WTA clearly overwhelms the other two cases
regarding the small number of traces that are required and the
large correlation values. The results are also consistent with
the data in Table VII.

E. Evaluation of Wavelet-Based Key Extraction

After all the power traces are aligned through WTA, two
experiments— 4	 and 5	 are selected to show the effects of
wavelet-based key extraction WKE. Note that WTD and WTA
are fixed in Step 1 and 2, leaving the component of key
extraction as the single degree of freedom.

As shown in the Recovering Component column of
Table VII, it requires 264/463/4979 traces for WKE as com-
pared to 132/262/3993 for SKE, where the increased number
of traces as the additional cost is not that much. Honestly
speaking, correlation values for WKE are actually smaller as
compared to SKE, which may not be as good as expected.
However, its MCV is 0.370/0.299/0.091 in all three cases, which
is already sufficient enough for practical key recovery.

Most importantly, the time that is required to extract a
key byte, i.e., MTR, is only about 18.89/103.48/16.84 sec-
onds in all three strategies, which is a significant reduction
compared to SKE (344.80/5242.74/408.64 seconds). Besides,
since there is no need to reconstruct signals in time domain, the

TABLE VIII

EVALUATION OF PROPOSED FRAMEWORK WAF

preprocessing time (TOP) is also reduced a lot. In a word, even
though WKE performs a little worse in terms of MTD and MCV,
it shows great advantages in the wavelet domain regarding to
the effectiveness and processing time.

Similarly, Fig. 11(g) to Fig. 11(i) depict the performance
of WKE when three countermeasures are applied. The corre-
lation curves for Experiment 4	 and 5	 are marked in red
and green, respectively. All the red curves are at the top,
showing that SKE is doing well. However, note that the
cost for reconstructing signals back to time domain is not
included in the comparisons. In practice, the MTD and MCV of
WKE are already good enough to fully recover a key byte.
Taking all the pros and cons into consideration, it is still
suggested to recover keys in wavelet domain based on WKE
after traces alignment, especially for the unified wavelet-based
framework.

F. Evaluation of the Whole Wavelet-Based Attack Framework

Section V-C, V-D and V-E have evaluated the components
of WAF individually and internally, whereas, this section
compares the whole framework with other commonly-used
methods from an external point of view. To this end, three
experiments are selected for the comparison: the proposed
framework WAF (Experiment 5	), the standard attack pro-
cedures SAP (Experiment 2	) and the frequency-based attack
procedures FAP (Experiment 6	). And the results are listed
in Table VIII.
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Overall, WAF presents an outstanding performance and
effectiveness in almost all evaluation criterions in Table VIII.
The number of power traces that is required to con-
duct a successful attack is only 264/463/7651, which
is reduced by 84%/93.2%/38% of that for SAP and
77.8%/53.4%/4.5% for FAP, respectively. Besides, the cor-
relation value reaches to 0.370/0.299/0.082, which is
increased by 205.8%/309.6%/57.7% of that for SAP and
125.6%/65.2%/34.4% for FAP, respectively. In addition,
the total time of preprocessing and keys recovery (TOP+MTR)
is only 32.75/426.14/133.70 seconds, which is reduced quite
a lot as compared with other two methods.

Fig. 12 makes a much better presentation of the attack
performance on three different strategies. The correlation
curves of Experiment 2	, 5	 and 6	 are marked in red, green
and black respectively. It can be seen that SAP works not that
well among them because the normal denoising and alignment
processes actually bring very limited effects, which have been
analyzed in Section V-C and V-D. Moreover, WAF performs
better than FAP since the correlation is reduced in frequency
domain.

Considering all the evaluation results, the wavelet-based
attack framework (WAF) is a better choice when encountering
random delay countermeasures.

VI. CONCLUSION AND FUTURE WORK

In this paper, a unified wavelet-based attack framework
(WAF) is proposed, including three components: wavelet
trace denoising (WTD), wavelet trace alignment (WTA) and
wavelet-based keys extraction (WKE). Even though the iso-
lated idea of denoising and recovering in wavelet domain
has been proposed before our work, the all-in-one solution
against random delay countermeasures as a complete wavelet
framework has not been realized. This is mainly due to the lack
of the wavelet-based alignment which should have connected
the existing WTD and WKE. In particular, we propose a novel
method of aligning with high performance and effectiveness
in the wavelet domain for this framework.

For the sake of completeness, the entire framework and
its individual component are systematically evaluated through
a series of comparative experiments. As shown from those
experimental results, attacks based on the whole wavelet
framework—WAF are significantly improved in terms of per-
formance and efficiency. Compared to standard attack proce-
dures (SAP) and frequency-based attack procedures (FAP),
wavelet-based attack framework on various random delay
countermeasures can recover the key bytes with a short
processing time, a small number of traces and a much larger
correlation coefficient value.

Future work will focus on unifying two wavelet decompo-
sition parameters—the order of wavelet basis function (nWTD,
nWTA) and the wavelet decomposition levels (lWTD, lWTA) in
both Step 1 and 2. In this paper, due to the inconsistency of
these two parameters in WTD and WTA, the reconstruction
to time-domain signals through IDWT has to be done after
WTD and wavelet decomposition via DWT must be performed
again in WTA. This will undoubtedly have an impact on the

efficiency of attack. So when nWTD and lWTD are unified with
nWTA and lWTA, the wavelet decomposition needs to be done
only once and the entire analysis can be finished in wavelet
domain, which will possibly bring some top-up improvement
to our proposed wavelet-based framework.
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