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Decomposition methods for time-domain Maxwell’s equations
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SUMMARY

Decomposition methods based on split operators are proposed for numerical integration of the time-
domain Maxwell’s equations for the first time. The methods are obtained by splitting the Hamiltonian
function of Maxwell’s equations into two analytically computable exponential sub-propagators in the
time direction based on different order decomposition methods, and then the equations are evaluated
in the spatial direction by the staggered fourth-order finite-difference approximations. The stability and
numerical dispersion analysis for different order decomposition methods are also presented. The theoretical
predictions are confirmed by our numerical results. Copyright q 2007 John Wiley & Sons, Ltd.
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1. INTRODUCTION

The Hamiltonian formalism has played a key role in mathematical physics and widely applied
to both classical and quantum mechanics, computational fluid dynamics, molecular dynamics and
astrophysics [1–5]. The fundamental theorem of Hamiltonian mechanics suggests that the time
evolution of a Hamiltonian system is the evolution of the symplectic transform. Most conventional
numerical algorithms such as finite-difference and finite-element methods produce poor results for
Hamiltonian systems because they usually neglect essentials of the dynamics and fail to preserve
the properties of the original systems. Decomposition methods have been previously introduced
in the context of numerical methods for Hamiltonian systems by Forest and Ruth [6] and Yoshida
[7] and have been used successfully used in a number of situations, such as certain nonlinear wave
equations [8, 9]. For an introduction and a review on numerical methods for Hamiltonian systems,
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we refer to [1]. The main advantage of the decomposition methods is that for an arbitrary order
in the time direction they allow constructing algorithms, which are exactly symplectic and time
reversible. In this paper, we present some fundamental theorems about Hamiltonian systems and
write down Maxwell’s equations in the particular infinite-dimensional Hamiltonian system form,
which allows their decomposition into two computable exponential sub-propagators in the temporal
direction. Then, we use the staggered fourth-order space difference operators to approximate the
first-order spatial derivatives in the equations. The stability and numerical dispersion analysis and
some numerical results are also included in this paper.

2. DECOMPOSITION METHODS FOR AN INFINITE-HAMILTONIAN SYSTEM

Consider a bounded region �, we define M = {Z= (p,q)|p, q∈C∞(�) ∩ H1(�)}, and F(M)=
{F(p,q)|F : real-value functional on M} with the Poisson bracket

{T,G} =
∫

�
�TD�G dv, D=

(
03 −I3

I3 03

)
(1)

where p and q are vector functions with three components, T,G ∈ F(M), 03 and I3 are 3× 3
zeros and identity matrix. An infinite-dimensional Hamiltonian system on M is often referred to
as Hamiltonian equations of the form

�p
�t

=−�H

�q
(p,q),

�q
�t

= �H

�p
(p,q) (2)

where H ∈ F(M) is a Hamiltonian function, the operator �/�q is the functional derivative which
is defined as

�H

�q
=
(

�H

�qx
,
�H

�qy
,
�H

�qz

)T

(3)

while (�H/�qϑ)(ϑ = x, y, z) is calculated as∫
�

�H

�qϑ
� dv =

[
d

d�
H(qϑ + ��)

]∣∣∣∣
�=0

(4)

where � is a test function. With the above notions, Hamiltonian equation (2) is written as

�Z
�t

={Z, H(Z)}≡ LHZ (5)

So the formal integration of Z(t) from t = 0 to � is given by

Z(t) = exp(�LH )z(0) ≡ exp[�(LA + LB)]Z(0) (6)

for a Hamiltonian function H(Z) = H(p, q) ≡ A(p)+B(q)with the operator LH split as LH = LA+
LB . Of course, solution (6) is only formal because the exponential propagator exp(�LH ) cannot
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Table I. Coefficients and CFLmax for methods of order 2–4.

Method Coefficients {cl } and {dl } Error CFLmax

Second-order S(2, 2; 4) c1 = 1 − 1/2d1, d1 =
√
2
2 O(�t)3 0.5603

c2 = 1/2d1, d2 = 1 − d1
Third-order S(3, 3; 4) c1 = 1, d1 = − 1

24 O(�t)4 0.6176
c2 = − 2

3 , d2 = 3
4

c3 = 2
3 , d3 = 7

24
Fourth-order S(5, 4; 4) c1 = c5 = �, d1 = d4 = (1 − 2�)/2 O(�t)5 0.7263

c2 = c4 = �, d2 = d3 = �
c3 = 1 − 2(� + �), d5 = 0

�= 0.178617896, �= −0.066264583

�= −0.2123418311

be evaluated exactly at any �. However, we can approximate exp[�(L A + LB)] to the pth order in
the product form [7]

exp[�(LA + LB)] =
m∏
l=1

exp(dl�LB) exp(cl�LA) + O(�p+1) (7)

via a well-chosen set of decomposition coefficients {cl} and {dl}, m and p (m�p) are the number
of stages or iterated numbers required in every integer time step and the order of the method,
respectively. In this paper, particularly, we choose the two-stage second-order, three-stage third-
order and five-stage fourth-order methods with the coefficients given in [2, 3, 10], respectively.
These coefficients are also given in Table I. The main advantage of the above decomposition
method is that the exponential sub-propagators exp(�L A) and exp(�LB) are explicitly computable
while (6) is only formal.

3. MAXWELL’S EQUATIONS AS AN INFINITE-HAMILTONIAN SYSTEM

In linear isotropic material, the time-domain Maxwell’s equations are written as

�B
�t

=−∇ ×E (8)

�D
�t

=∇ ×H − J (9)

D= �E, B= 	H (10)

where � and are 	 and J denote the permittivity, permeability and the current density, re-
spectively. Under the Hamiltonian framework, (8) and (9) can be rewritten in the form of an
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infinite-dimensional Hamiltonian system as

�
�t

(
B

D

)
=
(
03 −I3

I3 03

)⎛⎜⎜⎝
�H
B

�H
D

⎞
⎟⎟⎠ (11)

with a suitable Hamiltonian function H given by

H(B,D) = 1

2

(
1

	
B · ∇ ×B + 1

�
D · ∇ ×D

)
− J · B (12)

4. DECOMPOSITION METHODS FOR TIME-DOMAIN MAXWELL’S EQUATIONS

In this section, we will construct and present decomposition methods for Maxwell’s equations. We
can treat Maxwell’s equations as special infinite-dimensional Hamiltonian systems with p=B and
q=D. Our methods consist of the following two steps: In step 1, we use (7) to approximate (11)
in the temporal direction on the discretized time grids {n�t, n = 1, 2, . . .} and every �t-step is split
into m sub-steps according to (7). During this step, the exponential sub-propagators exp(�L A)and
exp(�LB) are explicitly computable, as can be seen in the following section. In step 2, we fully
discretize the first-order spatial derivatives in the three-dimensional curl operator with the staggered
spatial grids {(i�x, j�y, k�z)|i, j, k = . . . , − 1

2 , 0,
1
2 , . . .}.

4.1. Discretization in the temporal domain

With some mathematical manipulation, sourceless medium (11) can be rewritten as

�
�t

(
B

D

)
=
(

03 −�−1R

	−1R 03

)(
B

D

)
≡ (LA + LB)

(
B

D

)
(13)

LA =
(
03 −�−1R

03 03

)
, LB =

(
03 03

	−1R 03

)
(14)

R=

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 − �
�z

�
�y

�
�z

0 − �
�x

− �
�y

�
�x

0

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠

(15)

Since L

� = 0, (� = A or B, 
= 2, 3, . . .), the exponential operator exp(�L A) and exp(�LB) can

be analytically computed as follows:

exp(�LA) = I6 + �LA (16)

exp(�LB) = I6 + �LB (17)
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Therefore, the pth-order decomposition method is applicable to the numerical integration of
Maxwell’s equations (13) in the temporal domain as(

B

D

)
(�) =

m∏
l=1

(I6 + dl�LB)(I6 + cl�LA)

(
B

D

)
(0) (18)

4.2. Discretization in the spatial domain

Maxwell’s equations need to be further discretized in the spatial direction. Here, we use finite
difference to approximate the spatial derivatives. Let f ni, j,k = f (i�x, j�y, k�z; n�t) approximate
the exact solution f (x, y, z) at point (i�x, j�y, k�z) in the nth time step. The following staggered
fourth-order space difference operators are used to approximate �x f ni, j,k :

LSi · f ni, j,k ≡
27( f n

i+ 1
2
, j,k

− f n
i− 1

2
, j,k

) − f n
i+ 3

2
, j,k

+ f n
i− 3

2
, j,k

24�x
≈ �x f ni, j,k + O(�x4) (19)

If we combine the m stage p-order decomposition method with fourth-order space difference
approximation, the proposed method, referred to as S(m, p; 4) method, can be obtained. The
detailed expressions of B and D, take Bx and Dx components at the sth stage for example, in the
S(m, p; 4) method are as follows:

Dn+s/p
x (i + 1

2 , j, k) = Dn+(s−1)/p
x (i + 1

2 , j, k) + �tdl
	

[LSj · Bn+(s−1)/p
z (i + 1

2 , j, k)

− LSk · Bn+(s−1)/p
y (i + 1

2 , j, k)] (20)

Bn+s/p
x (i, j + 1

2 , k + 1
2 ) = Bn+(s−1)/p

x (i, j + 1
2 , k + 1

2 )

+�tcl
�

[LSk · Dn+(s−1)/p
y (i, j + 1

2 , k + 1
2 )

− LSj · Dn+(s−1)/p
z (i, j + 1

2 , k + 1
2 )] (21)

where � is the local permittivity at point (i, j + 1
2 , k + 1

2 ).

4.3. Stability analysis of the decomposition methods

Here we will investigate the stability of the proposed S(m, p; 4) method by means of the von
Neumann approach, following a methodology found in [11]. For the method to be stable, we get
the following condition |�|�1. The � can be written as

� = 1 + 1

2

m∑
l=1

gl

{
1

	�
�t2(�2x + �2y + �2z )

}l
(22)

gl = ∑
1�i1� j1<i2� j2<···<il� jl�m

ci1d j1ci2d j2 . . . cil d jl
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+ ∑
1�i1< j1�i2< j2�···�il< jl�m

di1c j1di2c j2 . . . dil c jl (23)

�x = 27(e−j0kx�x/2 − ej0kx�x/2) − (e−j03kx�x/2 − ej03kx�x/2)

24�x
(24)

�y = 27(e−j0ky�y/2 − ej0ky�y/2) − (e−j03ky�y/2 − ej03ky�y/2)

24�y
(25)

�z = 27(e−j0kz�z/2 − ej0kz�z/2) − (e−j03kz�z/2 − ej03kz�z/2)

24�z
(26)

kx = k sin 
 cos�, ky = k sin 
 sin�, kz = k cos 
 (27)

where k is the numerical wave number, j0 = √−1, � the spherical coordinates and 
 the direction
of wave propagation, respectively. The expression of the numerical dispersion can be found as

cos(��t) = � (28)

where � is the radian frequency. In our numerical simulations, we use space discretization grids
�x = �y = �z =� and define

CFL= �t

�
√

�	
(29)

The stability of the method is determined by the maximum of CFL, i.e. CFLmax. The numerical
results for CFLmax are also given in Table I. As given in Table I, the CFLmax becomes larger
with the improved stage and order in the decomposition methods, but this is not always the case.
According to our numerical analysis, the four-stage fourth-order method proposed by Forest and
Ruth [6] has the worst CFLmax, which is equal to 0.3894. Thus, the method cannot be used for
numerical integration of Maxwell’s equations in practice. We also plot the relative phase error for
S(m, p; 4) method in Figure 1 at CFLmax. Of all the methods, S(5, 4; 4) has lesser dispersion than
S(2, 2; 4) and S(3, 3; 4) methods. Thus, S(5, 4; 4) method permits a coarser discretization than
the other methods for a given error bound.

5. NUMERICAL RESULTS

In this section, we considered a computational domain of 46× 46× 46 grids surrounded by 10-grid
perfectly matched layers (PMLs) [12] absorbing boundary conditions. A vertical dipole P(t) was
located near the center of the domain, at Dz point (24, 24, 24+1/2). The electric dipole P(t) was
implemented in the S(m, p; 4) method as

Dn+s/p
z (24, 24, 24 + 1/2) = Dn+(s−1)/p

z (24, 24, 24 + 1/2) + dl�t

	
[∇ ×B]n+(s−1)/p

z

− dl�t

	�3
× dP(t)

dt

∣∣∣∣
t=(n+∑s

l=1 cl )�t
(30)
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Figure 1. Dispersion curves for S(m, p; 4) method at � = 45◦.

The electric dipole P(t) was expressed using the Gaussian pulse

P(t) = 10−10 exp

(
−
(
t − 3T0

T0

)2
)

(T0 = 2 ns) (31)

Figure 2 shows the values of the vertical electric field calculated by different order methods at
point (12, 22, 12 + 1/2), located 10 grids from the dipole and two grids from the PML, against
the iteration time step. The sizes of the grids were 5× 5× 5 cm3 and the CFL is equal to 0.5. The
figure shows that the results computed by S(m, p; 4) methods are in very good agreement with
the analytical solution.

In Figure 3, we plot the error, which means the absolute difference between the values calculated
by each method and the analytical solution, against the iteration time step. The mean errors are
0.0058, 0.0049 and 0.0019 for second, third and fourth orders, respectively. These results clearly
show S(5, 4; 4) method acquires the best accuracy, while S(3, 3; 4) method acquires slightly better
accuracy than S(2, 2; 4) method for the same computational conditions.

In our next simulations, we use different CFLs, time steps and spatial steps for different order
methods. We find that the second-order method becomes unstable, when we choose CFL= 0.6.
This confirms the results of our stability analysis. The results for all the calculations are summarized
in Table II.

Again, note that for roughly the same computational cost, the fourth-order method gives results
that are more accurate than the second and the third-order methods, and proves to be a promising
method, with advantages of high accuracy, low computational resources, the facility of large domain
and long time simulation.
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Figure 2. Electric field Ez as a function of iteration time step.
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Figure 3. Error as a function of iteration time step.
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Table II. Comparison of results for different order methods.

Second-order Third-order Fourth-order
S(2, 2; 4) S(3, 3; 4) S(5, 4; 4)

Physical time 200 ns 200 ns 200 ns
CFL 0.5 0.6 0.6
Time step 83.33 ps 200 ps 200 ps
Spatial step 0.05m 0.10m 0.10m
Number of steps 2400 1000 1000
Total run time 184 s 104 s 131 s
Average CPU time/step 0.0767 s 0.1040 s 0.1310 s
Error 1.5920 1.2699 0.5107

6. CONCLUSIONS

We construct a set of different order decomposition methods, denoted as S(m, p; 4) methods,
for approximating the solution to Maxwell’s equations. The fundamental theorem and discretized
strategies are also included. The stability analysis, relative phase error and the numerical results
are also presented for S(m, p; 4) methods. Of all the methods, the S(5, 4; 4) method proves to
be the most efficient method in our numerical simulations. It should be noted that the S(2, 2; 4)
method is identical to the high-order finite-difference time-domain method (FDTD(2, 4)) in [11]
with c1 = 1/2, c2 = 1/2, d1 = 1, d2 = 0, but our second-order method acquires 13% larger CFLmax
than FDTD(2, 4) in [11], of course the second-order method can be further reduced to the tradi-
tional FDTD method [11] when a staggered second-order difference approximation is adopted to
approximate the first-order spatial derivatives in the three-dimensional curl operator.

The issues of conservation of helicity, kinetic energy and vorticity by conventional Navier–
Stokes solvers have been called upon to be questioned multiple times in the recent past. We hope
the symplectic integration methods and split operator methods described in this paper may emerge
as the solution to such problems.
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