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Abstract—Active metamaterials, i.e., coupled systems consist of metamaterials and active or gain media. Modelling the interaction between unconventional electromagnetic response in metamolecules and quantum dynamics of active media in active metamaterials requires the development of a unified and efficient semiclassical model. Here, we propose a semiclassical model based on Langevin Maxwell-Bloch equations and simplified rate equations for a multi-level quantum system. Using the semiclassical model and the finite-difference time-domain (FDTD) algorithm, a methodology for the self-consistent descriptions of both the coherent lasing process and the spatio-temporal spontaneous noise dynamics in active metamaterials is developed. To validate the proposed method, we numerically study the luminescence of QDs hybridized with plasmonic and all-dielectric metasurfaces and compare with the experimental results. The proposed semiclassical method reveals a new approach for developing new types of nanodevices based on active metasurfaces.

Index Terms—Active metamaterials, quantum dot, Maxwell-Bloch theory, quantum noise, all-dielectric metasurface, plasmonic metasurface.

I. INTRODUCTION

RECENT progress in the fields of light-emitting diode (LED), solar cell, laser, and quantum information along with the development of active metamaterial technologies have increased the demand for efficient and unified simulation tools.
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Specifically, controlling and tuning the stimulated and spontaneous emissions by modulated light-matter interactions in optical metamaterials hybridized with quantum dots (QDs), quantum wells (QWs), and organic dyes has been intensively investigated due to the unconventional electromagnetic properties of the metamaterials [1]–[5]. In this respect, the modelling of spatio-temporal dynamics becomes important for designing and optimizing active metamaterial devices. In addition, for the investigation of active medium interacting with a complex resonant mode of nanocavities, both the spatially inhomogeneous field profile of the cavity mode and the nonlinear dynamics of the atomic system should be precisely captured.

Several approaches have been developed in which the coherent dynamics, spontaneous emissions, and noise fluctuations are rigorously treated in the semiconductor and active medium. A rigorous framework based on the non-equilibrium Green’s function formalism was proposed in the early nineties for analysing semiconductor lasers [6]–[8]. The Maxwell-Bloch equations in the second quantization form provide an alternative way for exploiting the interaction of light-matter, the quantum dynamics of the electromagnetic fields and carrier system [9]. Besides, a full quantum mechanical treatment based on a quantum form of the semiconductor Bloch equations (SBEs) and Heisenberg equations has been developed for the study of the interacting electron-hole photon system [10]–[12]. Although these approaches can provide a rigorous framework for modelling the light-matter dynamics, the major drawbacks of these approaches are time-consuming and compute-intensive when a nanocavity with arbitrary geometry is involved. Especially, microscale and nanoscale plasmonic cavities, requiring a three-dimensional description with a deep subwavelength spatial resolution to account for the relevant microscopic processes that affect the semiconductor dynamics due to the drastically inhomogeneous field distribution close to the nanocavities.

We should note that the Maxwell-Bloch equations have been solved by using the finite-difference time-domain (FDTD) method with the incorporations of auxiliary differential equations (ADE) [13]. This numerical approach has been adopted mostly to get spatiotemporal dynamics of semiclassical problems such as semiconductor lasers and amplifiers [14]–[19]. It has been successfully validated against experimental results and density matrix theory. However, the dynamics of quantum fluctuations and noise play an important role in light-matter interaction. It has been demonstrated that the quantum mechanical operator dynamics can be derived into a set of classical c-number
Langevin equations for the two-time correlation functions [20]. Slavcheva and Ziolkowski modelled the quantum fluctuations as white Gaussian noise as a source to the electric field in the FDTD simulations of vertical-cavity lasers [21]. Andreaesen and Cao developed a numerical model based on the FDTD algorithm to simulate fluctuations in two-level atoms of one-dimensional systems [22]. Pusch et al. derived a spatially resolved Maxwell-Bloch Langevin model to describe the light field and noise dynamics in a 3D gain-metamaterial system [23].

In our previous theoretical studies [24]–[28], we established a numerical approach for pump-probe simulations of active semiconductor materials and QDs coupled to plasmonic metamaterials. Based on the Maxwell-Bloch equations, simulations of loss compensation in optical metamaterials with gain medium and lasing spaser based on metamaterials are studied. However, numerical simulation of spontaneous emission cannot be directly captured using this approach. To simulate the spontaneous emission and fluctuations in active medium, we proposed a classical perturbative artificial source model to study spontaneous emission behaviour in the active metasurface based devices [29]. In this paper, the Maxwell-Bloch theory is extended to a Langevin Maxwell-Bloch approach, a spatio-temporal noise dynamic model based on the quantum Langevin equation is linked to simplified rate equations of a multi-level system. The spontaneous emission and noise dynamics can be captured by the Langevin terms, which is a semi quantum picture that can be described as emissions stimulated by vacuum noise. The set of multiphysics equations are self-consistently solved with the help of a 3D ADE-FDTD method. This approach enables us not only to simulate the nanoscale spatio-temporal evolution of electromagnetic fields in a deep subwavelength cavity with arbitrary geometries and material but also includes the noise dynamics in active media. Using examples of pumped plasmonic and all-dielectric metasurfaces with embedded QDs media, we investigate the nonlinear spatiotemporal dynamics and emission spectral characters in active metasurfaces by applying the proposed method. Enhancement and modification of photoluminescence owing to the cavity mode of the metasurfaces are observed and explained by the numerical method.

This paper is organized as follows. In Section II, we introduce the multiphysics model and discuss its numerical solution based on the FDTD method. In Section III, we validate our approach against previous theoretical and experimental studies. We apply our approach to several configurations including QDs embedded in active plasmonic and silicon devices. Potential applications and conclusions of this work are concluded in Section IV.

II. Model and Numerical Implementation

A. Theory and Model

Our starting point is the Maxwell equation for the classical electrodynamics

\[
\nabla \times \mathbf{E} = -\partial \mathbf{B} / \partial t \\
\n\nabla \times \mathbf{H} = \varepsilon_0 \partial \mathbf{E} / \partial t + \partial \mathbf{P} / \partial t
\]

(1)

where \( \mathbf{P} \) is the electric polarization density. In general, the polarization can be expressed as \( \mathbf{P} = \chi \mathbf{E} \), and \( \chi \) is the electric susceptibility. \( \mathbf{P} \) can be used to associate the Maxwell equations with many multiphysics problems. For example, the equations of Druke model and plasma fluid model can be introduced and coupled to Maxwell’s equation by the dynamic polarization. Here, our theoretical consideration for a multi-level atomic system is based on the Maxwell-Bloch equations. A pumped active medium, such as semiconductor QD, coherently absorbs external energy and emits light at a longer wavelength. In order to describe the nonlinear process, a four-level system with two dipole transitions for the absorption process (0 \( \leftrightarrow \) 3) and the emission process (1 \( \leftrightarrow \) 2) is required. Two non-radiative transfer processes with short lifetimes (3 \( \leftrightarrow \) 2) and (1 \( \leftrightarrow \) 0) are added to couple the two dipole transitions. The equations for the density matrix of the four-level atomic system are given as

\[
\frac{\partial \rho_{12}}{\partial t} = i (\rho_{12} \omega_e + \Omega_{12} (\rho_{11} - \rho_{22})) - \Gamma_e \rho_{12} + \hat{F}_{12}
\]

\[
\frac{\partial \rho_{03}}{\partial t} = i (\rho_{03} \omega_a + \Omega_{03} (\rho_{00} - \rho_{33})) - \Gamma_a \rho_{03} + \hat{F}_{03}
\]

\[
\frac{\partial \rho_{00}}{\partial t} = -2 \text{Im} (\Omega_{03} \rho_{03}) + \gamma_{10} \rho_{11} - P_r \rho_{00} + \hat{F}_{00}
\]

\[
\frac{\partial \rho_{11}}{\partial t} = -2 \text{Im} (\Omega_{12} \rho_{12}) + \gamma_{21} \rho_{22} - \gamma_{10} \rho_{11} + \hat{F}_{11}
\]

\[
\frac{\partial \rho_{22}}{\partial t} = 2 \text{Im} (\Omega_{12} \rho_{12}) - \gamma_{21} \rho_{22} + \gamma_{32} \rho_{33} + \hat{F}_{22}
\]

\[
\frac{\partial \rho_{33}}{\partial t} = 2 \text{Im} (\Omega_{03} \rho_{03}) + P_r \rho_{00} - \gamma_{32} \rho_{33} + \hat{F}_{33}
\]

(2)

where \( \Omega_{12} \equiv \Upsilon_e E/h \) and \( \Omega_{03} \equiv \Upsilon_a E/h \) are the Rabi frequencies, \( \Upsilon_e \) and \( \Upsilon_a \) are the dipole coupling terms, \( \omega_e \) and \( \omega_a \) the emission and absorption frequencies. \( \Gamma_e \) and \( \Gamma_a \) are the emission and absorption dephasing rates corresponding to decoherent of the polarization \( \rho_{12} \) and \( \rho_{03} \). A simplified homogeneous pump mechanism is used, the external optical pump field is numerically simplified by a homogeneous pumping rate \( P_r \). Thus, the polarization density of the absorption transition is neglected. Following the approach of noise models in the two-level atomic system as presented by Andreaesen and Cao, the additional noise terms \( \hat{F} \) on the occupation densities and polarization in the four-level system need to be derived from the fluctuation-dissipation theorem.

\[
\left\langle \hat{F}_i(t) \hat{F}_j(t) \right\rangle = \left( \frac{d}{dt} \left( \langle \hat{A}_i \hat{A}_j \rangle \right) \right)_{\text{NH}} - \left( \langle \hat{D}_i \hat{A}_j \rangle - \langle \hat{A}_i \hat{D}_j \rangle \right)
\]

(3)

The subscript \( \text{<NH> after the bracket denotes that only dissipative terms (non-Hamiltonian) terms to be included.} \hat{A} \) and \( \hat{D} \) are the dynamic operators and dissipation operators. Therefore the stochastic noise terms related to the pumping and dissipation of the atomic density matrix can be calculated from (3)

\[
\left\langle \hat{F}_{12} \hat{F}_{12}^{\dagger} \right\rangle = \left( \frac{d}{dt} \left( \langle \rho_{12} \rho_{12}^{\dagger} \rangle \right) \right)_{\text{NH}}
\]

\[
+ \left( \Gamma_e \rho_{12} \rho_{12}^{\dagger} + \langle \hat{F}_{12} \hat{F}_{12}^{\dagger} \rangle \right)
\]
In order to work with temporal real-valued Maxwell equations, the first-order complex differential equation for \( \rho_{12} \) and \( F_{12} \) can be derived into a second-order real-valued differential equation:

\[
\frac{\partial^2 \text{Re}(\rho_{12})}{\partial t^2} + 2\Gamma_e \frac{\partial \text{Re}(\rho_{12})}{\partial t} + (\omega_e^2 + \Gamma_e^2) \text{Re}(\rho_{12}) = -\omega_e \frac{Y_e E}{h} (\rho_{22} - \rho_{11}) - \left( \omega_e \text{Im}(F_{12}) + \frac{\partial \text{Re}(F_{12})}{\partial t} \right)
\]

The real-valued diagonal elements of the density matrix stand with stochastic noise terms can be transformed as

\[
\begin{align*}
\frac{\partial \rho_{00}}{\partial t} &= -P_r \rho_{00} + \gamma_{10} \rho_{11} + F_{00} \\
\frac{\partial \rho_{11}}{\partial t} &= -2 \text{Im}(\Omega_{12}\rho_{12}) + \gamma_{21} \rho_{22} - \gamma_{10} \rho_{11} + F_{11} \\
&= -2 \Gamma_e \frac{Y_e E}{h\omega_e} \left( \frac{\partial \text{Re}(\rho_{12})}{\partial t} + \Gamma_e \text{Re}(\rho_{12}) \right) \\
&+ \gamma_{21} \rho_{22} - \gamma_{10} \rho_{11} + F_{11} \\
\frac{\partial \rho_{22}}{\partial t} &= 2 \Gamma_e \frac{Y_e E}{h\omega_e} \left( \frac{\partial \text{Re}(\rho_{12})}{\partial t} + \Gamma_e \text{Re}(\rho_{12}) \right) \\
&+ \gamma_{32} \rho_{33} - \gamma_{21} \rho_{22} + F_{22} \\
\frac{\partial \rho_{33}}{\partial t} &= -P_r \rho_{00} - \gamma_{32} \rho_{33} + F_{33}
\end{align*}
\]

Here \( P_r \) is a homogeneous pumping rate [30]. Eqs. 5,6 are derived under the assumption of \( \rho_{00} + \rho_{11} + \rho_{22} + \rho_{33} = 1 \). In a realistic 3D system, the macroscopic polarization \( P_e \) and the occupied densities \( N_i \) in state \( i \) are proportional to the microscopic values \( \text{Re}(\rho_{12}) \) and \( \rho_{1i} \). The proportionality factors to transform the microscope to the macroscope are depended on the density of the atoms in per unit volume. Therefore, the polarization densities of the emission transition \( P_e \) with Langevin noise terms driven by the local electric field obeys the following equation

\[
\frac{\partial^2 P_e}{\partial t^2} = -2\Gamma_e \frac{\partial P_e}{\partial t} - \omega_e^2 P_e - \sigma_e (N_2 - N_1) E - \kappa_e \left( \omega_e \text{Im}(\Gamma_{12}) + \frac{\partial \text{Re}(\Gamma_{12})}{\partial t} \right)
\]
under the square root in (9) contain a time derivative. We adopt the Euler forward integration

$$\left( \xi^{n+1} \sqrt{\Phi^{n+1}} - \xi^n \sqrt{\Phi^n} \right) / \Delta t$$

(10)

where $\Phi$ indicates the term under the square root. The numerical stability of the Langevin Maxwell-Bloch system is subject to the Courant Friedrichs Lewy (CFL) condition due to the explicit nature of the iterated formula. To save computing time and storage space, the initial condition of the four-level system is set as the saturated state, that is, the population numbers change very slowly with time. By the initial condition, we do not need a pump process and a long-time decay for pump pulse. The population numbers at each level can be obtained as

$$N_3 = \frac{N_v / \gamma_{32}}{1 + P_t / \gamma_{32} + P_t / \gamma_{21} + P_t / \gamma_{10}}$$

$$N_2 = \frac{N_v / \gamma_{21}}{1 + P_t / \gamma_{32} + P_t / \gamma_{21} + P_t / \gamma_{10}}$$

$$N_1 = \frac{N_v / \gamma_{10}}{1 + P_t / \gamma_{32} + P_t / \gamma_{21} + P_t / \gamma_{10}}$$

$$N_0 = \frac{N_v}{1 + P_t / \gamma_{32} + P_t / \gamma_{21} + P_t / \gamma_{10}}$$

(11)

In addition, considering the uncertainty principle, an initial tipping angle $\theta$ of the Bloch vector for the emission channel has to be assumed. The $\theta$ is a Gaussian distributed stochastic value centered at 0 with a deviation of $2 / \sqrt{N_1 + N_2}$.

In the developed solver based on FDTD, the most computational-intensive work is for the FDTD iteration. Since the plasmonic nanodevices, such as metamaterials, are sub-wavelength nanostructures exhibiting a strong near-field enhancement. Simulations of them need a great number of grids to achieve a high spatial resolution. Meanwhile, the excited levels have characteristic lifetimes as long as a few milliseconds. Accordingly, due to the step time imposed by the ADE-FDTD method lower than $10^{-17}$ s for simulations in the optical frequency region, the FDTD iteration steps will be a huge number to reach the steady states of the levels populations. Thus, in the full-wave analysis of an active device with relatively large dimensions, a large number of meshes and time steps are required to ensure adequate accuracy. As a result, long CPU time with large iteration steps is required to guarantee the sufficient decay of the emission signals. This leads to the drastic increase in computation time and renders this approach not applicable as a practical tool for full-wave simulations on CPUs of today’s desktop computers. To fix this problem, a parallel computing technique based on Compute Unified Device Architecture (CUDA) can be employed. Thanks to the localization nature of the FDTD method, we can divide the whole computational domain into several subdomains. A high efficient parallel code can then be achieved by implementing the FDTD code on a computer cluster with multi GPUs. The simulation domain is divided into several subdomains and each subdomain is assigned to a GPU. Each subdomain executes the same code in parallel and swaps the data at the interface at every time step. The data exchange between different processors or domains is carried out by using the message passing interface (MPI) library. At the subdomain boundaries, one additional layer of cells is allocated as a swap buffer. The flowchart of the subdomain is demonstrated in Fig. 1.

C. Validation: Transition From Superfluorescence to Amplified Spontaneous Emission

In order to validate our numerical method, the Langevin Maxwell-Bloch equations are self-consistently solved with the FDTD method. We performed a validation case and compare it with previous experimental and numerical studies [22], [35]. As reported in previous work, superfluorescence (SF) from a KCl crystal can be disturbed by collisional dephasing induced by noise and transferred to amplified spontaneous emission (ASE). Andreasen et al. applied a model based on Maxwell-Bloch equations with pseudorandom noise terms to numerically study the interplay between noise and spatial propagation of light. We simulate the varied emission characters in a one-dimensional system and compare the results with the experimental and theoretical results. In this benchmark simulation, a set of parameters are adopted corresponding to the experiment. $1 / \gamma_{21} = 76$ ns, $\omega_c = 2\pi \times 477 \times 10^{12}$ rad/s and $\Gamma_c$ varies from $1 / 100$ ps$^{-1}$ to $1 / 15$ ps$^{-1}$ by changing temperature. The total excited ions $N_v = 3 \times 10^9$ are estimated in a 7 mm length super-oxide ions wire. The lifetimes $1 / \gamma_{10}$ and $1 / \gamma_{32}$ are chosen as $\gamma_{10} = 32 = 0$ and the initial ions density is set to $N_2 = N_v$ so that the four-level system can be reduced to a two-level system. An initial random tipping angle of the Bloch vector in the emission transition dipole moment is needed to start the SF and the simulation start without external pumping. $P_t$ is set to 0. By the given parameters, the time delay and pulse-width of the SF peak can be estimated as $\tau_r = 2.7$ ps and $\tau_d = 94$ ps leading to a minimum dephasing time $T_d = \sqrt{\tau_r \tau_d} = 15.9$ ps. Figure 1 shows the emitted field energy for different dephasing times.
Fig. 2. Transition from SF to ASE in a 1D system as seen in the output EM energy for dephasing time: (a) $T_e = 100$ ps, (b) $T_e = 33.3$ ps, (c) $T_e = 25$ ps, and (d) $T_e = 14.3$ ps. The left three columns show three random results. The last column shows the average over 20 random realizations. The arrows indicate the delay time of emission pulse.

Fig. 3. Comparisons of emission pulse delay time of our simulated results (black solid circles) with quantum-mechanical calculation results (blue diamonds) and experimental results (red crosses) taken from [36].

When $T_e = 100$ ps > $\tau_d$ the collective emission characteristic SF can be observed in Figure 2a; Since the SF is the collective radiation from an ensemble of population inverted but incoherent atoms which critically depends on noise. The noise can significantly disturb the emission character from SF to incoherent ASE. Thus by reducing the dephasing times, for $T_e = 33.3$ ps and $T_e = 25$ ps, we find SF with moderate and strong noise modulations; and for $T_e = 14.3$ ps < $\tau$, the value of dephasing reaches the critical value 15.9 ps which will prevent the collective emission. Indeed, instead of SF, ASE is found as expected. Figure 3 compares the delay times simulated by our method to previous experimental results and results obtained by full quantum-mechanical theory [36]. Our results agree well with the experimental and numerical results.

III. RESULTS AND DISCUSSION

Controlling the emission spectra and characteristics of semiconductor QD is an important subject for laser, biomarkers in biotechnology, quantum information, light-emitting devices, etc. Recent progress in nanofabrication technologies enabled tuning and the manipulation of fluorescence by introducing metamaterials. Figure 4 shows a schematic of the energy level diagram in the metamaterials including the QDs, which are coupled with cavity modes in the metamaterials. Due to the coupling, the interplay between the metamaterials and the QDs is incorporated. In this section, we numerically investigate manipulation of photoluminescence of QDs by plasmonic and all-dielectric metasurfaces. The numerical results agree well with experimental results and represent an important step in the development and understanding of active metamaterials devices.

A. Spectrum Modulation of QDs Luminescence in Plasmonic Metasurface

The interaction between light and metal nanostructures offers a variety of functions and properties by surface plasmon resonance (SPR). SPR opens up opportunities for controlling
light confinement at a deep subwavelength scale. The strong local field enhancement effect can provide a cavity for shaping and tuning light emission from optically active materials. It has been experimentally reported that extraction and enhancement of PL dynamics from QDs can be attempted by introducing plasmonics [37], [38]. Here, we numerically consider the plasmon-QD coupling system presented by K. Tanaka [39]. Figure 5 a shows the plasmonic metasurface combined with lead sulfide (PbS) QDs. The 50 nm thickness metasurface consists of complementary split-ring slits arrays and sandwiched between a 180 nm thick polymethylmethacrylate (PMMA) layer doped with QDs and a glass substrate. The detailed feature sizes of the meta-atom are indicated in the inset of Figure 5 a. The permittivity of the gold metasurface is characterized by a Drude model:

$$\epsilon(\omega) = \epsilon_\infty - \frac{\omega_p^2}{\omega^2 + i\omega\gamma},$$

where $\epsilon_\infty = 9$ is the background permittivity, $\omega_p = 2\pi \times 2.184 \times 10^{15}$ rad/s is the plasmon frequency, and $\gamma = 5.6 \times 10^{12}$ s$^{-1}$ denotes the phenomenological damping constant. The parameters of the QDs/PMMA can get from the experiments. We set the values of the QDs/PMMA active layer as $\omega_p = 2\pi \times 2.05 \times 10^{14}$ rad/s and $\Gamma_e = 1/9.69$ fs$^{-1}$. The QD can be characterized by a three-level atomic system. By setting $\gamma_{10} = 0$ and $N_1 = N_v$ as the ground state, the four-level system will be reduced to a three-level atomic system. A total density of $N_v = 5 \times 10^{23}$ m$^{-3}$, lifetimes $1/\gamma_{10} = 1/\gamma_{32} = 50$ fs and $1/\gamma_{21} = 50$ ns, and coupling strength $\sigma_e$ are assumed here.

To systematically study the interplay between the spectral position of the QDs and the plasmonic cavity mode spectrum. Five different resonant frequencies metasurface by changing unit cell size ranging from $D = 545$ nm to 645 nm are considered. To calculate the PL dynamics, multi-monitors are placed above the glass substrate to record the emitted energy from the pumped active plasmonic system. Figure 5 c and d show the simulated and experimental measured PL spectra of the coupling systems with and without plasmonic metasurface. One can see that the QDs PL intensity characteristics drastically changed by introducing the plasmonic metasurfaces. For the case of $D = 545$ nm, the absorption spectrum peak for $y$ polarization shows a collective resonance of the metasurface around 1300 nm (see the absorption spectrum plotted by the red dashed line). The spectral match of the metasurface resonance and the QD emission wavelength leads to about 7 times enhancement of the PL peak intensity as well as decreases the FWHM of the PL peak from $\sim 180$ nm without the metasurface to 100 nm. The PL spectrum becomes weaker and broader when the metasurface resonance is redshifted by increasing the unit cell size from $D = 545$ nm to 645 nm. Simultaneously, the PL peak is redshifted, for a large mismatch $D \geq 620$ nm, the emission spectrum becomes distorted with two peaks. The PL spectrum peak intensity and FWHM as a function of the spectral mismatch are summarized in Figure 5 b. We note that the value of PL enhancement factor and the spectral feature are in good agreement with those of experimental results taken from [39].

### B. Manipulating Light Emission by all-Dielectric Metasurface

Metasurfaces consist of dielectric materials with negligible ohmic loss is a promising way to circumvent the dissipative loss involved with plasmonic metamaterials. Recently, the use of all-dielectric designs, such as all-dielectric antenna and metamaterials, has attracted intense interest. As compared to the plasmonic metal materials, the dielectric materials such as silicon or germanium own weaker absorption coefficients. Hence, the dielectric microcavities such as dielectric photonic crystals,
trapped mode microresonators, or planar concentrators can feature extremely high $Q$-factors. These all-dielectric micro designs have already been utilized for emission shaping, enhancement, and light extraction applications. In this subsection, with the help of the proposed method, we investigate how all-dielectric metasurfaces affect the emission properties of an active medium.

To achieve a high $Q$-factor metasurface, an all-dielectric metasurface that can support “dark” mode or trapped mode has been experimentally studied [40], [41], [42], [43], [44]. Here, an all-dielectric metasurface consisting of meta-atom supporting “dark” mode is utilized for investigating the interplays between all-dielectric metasurfaces and Ge QDs [42], [44]. The all-dielectric metasurface consists of two basic parts: a non-radiative resonator and an appropriate scatterer. The “dark” resonator is comprised of a silicon disk ($\epsilon \approx 12$, $R = 320$ nm, with thickness 160 nm shown in Figure 6) placed on a silica substrate ($\epsilon \approx 2.25$) and the unit cell is periodically repeated in the $x$ and $y$ directions to form a metasurface. To achieve a “dark” Mie mode from the homogeneous disk, we introduce an off-centered slot ($a$ varies from 40 to 200 nm, $b = 80$ nm, $c = 240$ nm) along $y$ direction in the disk creating symmetry-broken in the meta-atom. The slot serves to the energy exchange from the external field into the non-radiative magnetic dipole mode, resulting in a circulating electric field. The $Q$-factor of the “dark” mode is limited by the asymmetry rate of the unit cell.

To explore the response property of the “dark” mode, we first calculate the transmission spectra of the metasurface with different etched slot sizes. By changing the slot size, the transmission spectrum for $x$ polarization of the metasurface dramatically changed as shown in the upper portion of Figure 6. Then we investigate the mechanism of emission characteristic modulation by the all-dielectric metasurface. We assume the silicon is doped with QDs. The emission frequency and emission dephasing rate of the QD are set as 1450 nm and 100 nm, and the other parameters are set the same as the previous subsection. The PL spectra for different metasurface are presented at the bottom of Figure 6. Indeed, the $Q$-factors of the “dark” resonator decrease monotonously as the off-centred slot becomes larger. After pumping the QDs embedded metasurface, the presence of the etched slot drastically changes the resonator from non-radiative to radiative and leads to a multi-fold enhancement of PL peak intensity. The shaded gray area indicates the PL spectrum of QDs embedded in a metasurface without the etched slot as a reference case. For a specifically $a = 40$ nm, the PL time traces in the Figure 7 b show that the patterned metasurface has a fast PL decay curve, and the PL and transmission spectra are shown in Figure 7 a. The field intensity profile and field vector distributions of the near field spontaneous emission are shown in Figure 7 c indicating a magnetic dipole mode. The PL spectrum of the active metasurface functionalized with the “dark” resonator is shown in Figure 7 d. Notice that the PL intensity peak position is dominated by the resonant peak and agrees well with the relative transmission spectrum dip. When the metasurface resonance is blue-shifted by increasing the slot size from 40 nm to 200 nm, the PL spectrum is broadened and the peak shifted following the resonance of the “dark” mode. The PL intensity enhancement factor (define as the ratio of the peak intensity to the reference PL intensity at the same wavelength) reaches high values of about 845, 210, 23, 11, and 3 for slot sizes 40, 80, 120, 160, and 200 nm, respectively. The PL enhancement rate of the active devices can be estimated by the Purcell factor, the calculated Purcell factors at the wavelength of the emission spectra peak for different configurations are marked...
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our numerical observations are in good agreement with the
results, which are valid for both plasmonic and extremely high
Q-factor all-dielectric metamaterial based active nanodevices.
The proposed semiclassical method offers a deep insight into
the mechanism of the cavity quantum electrodynamics in ac-
tive metamaterials and reveals a new approach for developing
functional active metasurfaces.

APPENDIX A
PURCELL FACTOR CALCULATION

The PL enhancement rate of a spontaneous emission in a
nanocavity can be predicted by the Purcell factor

\[ F_p = \frac{3}{4\pi^2} \left( \frac{\lambda}{n} \right)^3 \frac{Q}{V} \]  

(12)

where \( \lambda / n \) is the wavelength within the cavity materials of
refractive index \( n \). \( Q \) is the quality factor and \( V \) indicates the
cavity mode volume. For the calculation of a high \( Q \)-factor
cavity based on all-dielectric metamaterial in the time-domain
simulation, the electromagnetic power cannot decay rapidly, and
cannot evaluate the \( Q \)-factor from the resonant spectrum by the
definition of \( Q \)-factor in 13, because the FWHM of resonance
is changed by the simulation time.

\[ Q = \frac{\omega_0}{\text{FWHM}} \]  

(13)

In this case, the \( Q \)-factor can be calculated by the slope of
the decaying field. The electric field of the resonance can be
described by

\[ E(t) = e^{i\omega_0 t - \gamma t} \Leftrightarrow |E(\omega)|^2 = \frac{1}{\gamma^2 + (\omega - \omega_0)^2} \]  

(14)

where \( \gamma \) is the decay constant due to the radiation and dissipation
of the cavity. By taking the log of \( E(t) \), the exponentially
decaying field can be described by a linear function

\[ \log_{10}(|E(t)|) = \frac{-\omega_0 t}{2\gamma} \log_{10}(e) = mt \]  

(15)

where \( m \) is the slope of the linear function. From 13, the half
maximum and maximum values can be obtained at \( \omega_0 + \gamma, \omega_0 - \gamma \) and \( \omega_0 \), respectively. By substituting the half max frequencies
into 13, we can get the relation between \( \gamma \) and \( Q \)

\[ \gamma = \frac{\omega_0}{2Q} \]  

(16)

Substituting 16 into 15, we get

\[ Q = \frac{-\omega_0 \log_{10}(\epsilon)}{2 \cdot m} \]  

(17)

Instead of using randomly distributed dipole sources to excited
the cavity modes, we pumped the active devices with high
pumping power let the devices lasing at a chosen mode. After the
devices lasing, the pumping source disabled and the lasing field
will be exponential decay. Then we can calculated the \( Q \)-factor
of the all-dielectric metamaterial based active devices as shown
in Fig. 8.

The mode volume \( V \) calculated by:

\[ V(\omega) = \frac{\int_V \epsilon(\omega, r) |E(\omega, r)|^2 \cdot d^3r}{\max (\epsilon(\omega, r) |E(\omega, r)|^2)} \]  

(18)

where \( \epsilon(\omega, r) \) is the material permittivity at position \( r \)
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